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Law is becoming one of the most suitable application domains for technology developments. Annual technology surveys are part of the legal marketplace, and law firms spend a substantial part of their budget specifically for technology, according to the American Bar Association Tech reports. The average law firm spends 6–7% of gross revenue on technology-related expenses. This is correlated with firm size (from 2 to 7%). Small firms (fewer than 200 attorneys) have higher implementation expenses for case management, courtroom technology, docketing software, imaging/scanning/OCR, patch and records management software, while large law firms are more interested in for remote access technology, voicemail upgrades, wireless connections and workflow automation. Over 40% of the firms indicated an average $8,000–$17,000 spending per attorney. Seventy-two percent of respondents report that the firm files court documents electronically, up from 55% in the 2007 survey. Moreover, according to the 2008 and 2009 ABA Legal Technology Survey Reports, over 97% of lawyers are using mobile technologies.

Usually, researchers split up the IT and Law field into two different domains: (i) IT law (Data protection, Copyright, Security, Domain names...), (ii) and IT for lawyers (e-Government, e-Court, Online Dispute Resolution, Multi-Agent Systems...). The first area covers regulations and protocols. The second one refers to all the languages, tools, software... that bring support to legal activities at the workplace. This seems quite reasonable.

However, recent developments in semantic technologies, Natural Language Processing (NLP), ontologies, Information retrieval technologies (IR) and the Web 2.0 and 3.0 contribute to the convergence of the two approaches into a single techno-legal one. A lawyer seriously interested in tags and semantic conflicts cannot ignore OWL. A computer scientist developing legal ontologies for procedural legal knowledge must have a clear picture of the court proceedings.

We may distinguish the following scenarios within the general landscape of AI and IT law: (i) Legal Information Retrieval (LIR), (ii) Electronic Data Discovery (E-Discovery), (iii) Collaborative Tools (e.g. Online Dispute Resolution platforms), (iv) Metadata and XML Technologies (for Semantic Web Services), (v) Technologies in Courtrooms and Judicial Offices (E-Court), (vi) Technologies for Governments and Administrations (E-Government), (vii) Legal Multimedia,
Foreword: What LGTS Intends to Be

(viii) Legal Electronic Institutions (Multi-Agent Systems and Artificial Societies),
(ix) The Socio-legal Web (Blawgs) and the Web of Data (3.0).

We think that this fast development may be followed up and monitored by research focused on regulations, regulative devices and behavioral patterns. The law field is not only covered by legal drafting, sentencing and contracting as it used to be in the recent past. Technological applications open wide the regulatory field, and new markets—as in the NBIC\(^1\) domain—are just emerging adding complexity to the use of technological solutions.

This is why a new convergence is required: legal norms and principles, governance protocols, social patterns and applied technologies may represent a crossroad. In our global world, legal, ethical and regulatory issues through the Internet and Web Services constitute an interdisciplinary field in which multiple actors are involved: not only lawyers and judges, not only philosophers and legal theorists, but entrepreneurs, businessmen, politicians, policy makers, end-users, customers, consumers and citizens (lay people).

Those are the fundamentals for the Law, Governance and Technology Series that the present volume is starting up. LGTS intends to bridge the gap between political and ethical philosophy, legal theory, AI proposals, professional and business applications, and citizens’ needs and requirements. This is close to say that LGTS tries to overcome the traditional and old divide between legal research and empirical political science.
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\(^{1}\)NBIC stands for the convergence between science and technology. Nano-Bio-Cogno-Info: NBIC.
Preface

The ontological approach to information organization is becoming increasingly important in all areas of science, in industry, in government (including defense and intelligence), and now also in the law. Ontologies are (very roughly) standardized terminologies for describing the types of entities that exist in given domains of reality and the relations between them. They provide the basis for a strategy to counteract the silo effects which come into effect wherever data needs to be assembled from multiple different sources, by providing for this data a common mode of description, focusing on the common reality which serves as benchmark for the different providers of data. Through the use of well-structured ontologies heterogeneous data can become more easily integrated, more easily queried, and in principle more easily subjected to domain-transcendent modes of computational reasoning.

The term “ontology” (or “ontologia”) is of course derived from philosophy, where it seems to have been first used in 1606 in the book *Ogdoas Scholastica* by the German Protestant scholastic Jacob Lorhard. For Lorhard, as for many subsequent philosophers, “ontology” is a synonym of “metaphysics” (a label meaning literally: “what comes after the Physics”), conceived as something like the science of being.

The term first began to play a role in the field of computer and information science through the influence of Quine, whose work on the use of first-order logic in the representation of the ontological commitments of, for example, different scientific theories, attracted the attentions of researchers in artificial intelligence such as John McCarthy and Patrick Hayes, who applied Quine’s method to the representation of the “naïve physics” that would be needed to guide the actions of a robot. The influence of this work continues today in computational fields such as Knowledge Representation and Conceptual Modeling.

In 1999 there was initiated a second wave of computationally oriented work on ontology, this time in the arena of bioinformatics through the creation of the Gene Ontology (GO). The GO addresses the task of solving the problem of data comparability for biologists working with the results of experiments on mice or fish, who need to draw from these data consequences relevant to the understanding of human health and disease. The problem faced by the GO’s biologist authors turned on the
fact that each group of model organism researchers had developed its own idiosyn-
cratic vocabularies for describing the phenomena revealed in their respective bodies of
data. Most importantly, these vocabularies were inconsistent with the vocabu-
laries used to describe the corresponding phenomena in humans. By providing a
solution to these problems in the form of a common, species-neutral, controlled
vocabulary covering the entire spectrum of biological processes, the GO has proved
tremendously successful, and is almost certainly the first real demonstration case of
the advantages brought by ontological technology in supporting the integration of
data for scientific purposes.

In a third development, initiated in around 2000 in part as an effect of US
Defense Department sponsored research, the term “ontology” began to play a
role in what later came to be called the “Semantic Web”. This occurred through
the medium of the DAML-OIL (DARPA Agent Markup Language—Ontology
Inference Layer/Ontology Interchange Language) framework, which served as
the basis for the current Web Ontology Language (OWL), a World Wide Web
Consortium standard language for ontology representation.

One result of these developments is the growth of a new multidisciplinary field
of research on ontology and its applications. It is an interesting historico-cultural
phenomenon that Italy has proven to be a world leader in this field. What is almost
certainly the world’s first ontology research group, on “Conceptual Modeling and
Knowledge Engineering” was founded by Nicola Guarino already in 1991 in the
LADSEB Institute for Systems Science and Biomedical Engineering in Padua. In
1999 Maurizio Ferraris founded Labont, the Laboratory for Theoretical and Applied
Ontology, in the University of Turin. In 2003, Guarino’s Padua group merged with
the Ontology and Conceptual Modelling Group of the Rome Institute of Biomedical
Technologies to form the Laboratory for Applied Ontology with locations in Trento
and Rome. One expression of this activity was the establishment of the International
Association for Ontology and Its Applications, with Nicola Guarino as initial
President.

It is thus fitting that this volume should appear, documenting a seminal meeting
on the topic of legal ontology that was held in Fiesole and Florence in December
2008. The volume includes contributions not only from some of the leading practi-
tioners of applied ontology in the legal domain, but also from leading representatives
of the science of ontology itself.

Buffalo, NY

Barry Smith
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Chapter 1
Introduction: Theory and Methodology in Legal Ontology Engineering: Experiences and Future Directions

Pompeu Casanovas, Giovanni Sartor, Maria Angela Biasiotti, and Meritxell Fernández-Barrera

1.1 Legal Ontologies Come of Age

Paraphrasing Deborah McGuiness’ expression for referring to the maturity of the field of ontology engineering we can say that today legal ontologies have come of age (McGuiness 2003). A considerable number of research projects aimed at the application of semantic-web technologies to the legal domain have indeed enabled the accumulation of considerable experience in the field of ontology engineering, which is the activity (and the technology) meant to construct conceptual structures or ontologies (model of concepts and their relationships). Legal ontologies have been proposed as conceptual models for the most diverse legal applications, such as information retrieval, interoperability frameworks and inference drawing, among others. This explains the current wide typology of legal ontologies in terms of granularity (domain-specific vs. core), degree of formality (highly axiomatised vs. lexical or language-oriented), methodologies of development (top–down vs. bottom–up and middle-out), and knowledge sources for concept and term extraction (official legal sources vs. legal expert interview and ethnographic work).

However, as a field of study becomes mature, difficulties and shortcomings of current choices become visible and require collective reflection. The diversity of methodological approaches and theoretical underpinnings in legal ontology engineering indicate both that it is a fertile field in which diverse research programs, rooted in different disciplines, are flourishing (Natural Language Processing, Knowledge Management, Knowledge Engineering, ...), and that there is a risk of losing coherence among these diverse disciplines if dialogue is not enhanced, with regard to a set of open issues. Firstly, we need to consider the interface between language and ontology, namely how close conceptual models of the law
and their linguistic expression are and consequently what role automated terminology extraction can play in the construction of formal models for the law. Secondly, we need to manage the multilevel complexity of legal knowledge and in particular we need to address the connection between core legal ontologies, domain models and their textual representation. Thirdly, we need to justify epistemological choices regarding the definition of legal knowledge and the selection of its representative sources, and in particular we need to establish whether content patterns specific for the legal domain can be envisaged and are desirable. Fourthly, we need to examine to which extent the formal constraints imposed by ontological structures imply limitations on the complete and faithful representation of legal knowledge, and what is the place of legal ontologies in a comprehensive view of legal knowledge management systems. Furthermore, we need to investigate whether fruitful synergies between legal theory and formal ontological analysis can be obtained, provided that a common ground for reflection is clearly defined.

1.1.1 Legal Ontologies in Legal Thinking

Legal ontologies, while resulting from the new ICT developments above described (and first of all, from the need to bring legal knowledge into the Semantic Web, making it searchable and usable), are connected to some traditional concerns of lawyers and legal academics. On the one hand languages and methods for ontological engineering provide a new way of expressing ideas that have been traditionally part of legal thinking (the idea that legal concepts have a structure and are linked one to another) and on the other hand they enable a critical reassessment of legal thinking and its embodiment in different legal practices.

As it is well known there has been a vast debate in ontological research concerning the object of ontologies and their connection with scientific and common-sense knowledge.

Some of the most known ontologists, such as in particular Barry Smith, have adopted a realistic–scientistic approach. Ontologies must provide us with the structure of reality as it is discovered by science, and indeed ontology is understood as “the science of what is, of the kinds and structures of objects, properties, events, processes and relations in every area of reality” (Smith 2003). This rigorous approach is often contrasted with the view according to which ontologies are meant to provide the structures though which agents conceptualise (possibly wrongly) reality, rather than reality itself. These conceptualisations (regardless of how much there are scientific and objective characterisations of the reality to which they apply) have an interest on their own, especially when one wants to provide people with tools whose functioning reflects people’s understanding and categorising of the world. Thus we have seen in recent years the emergence of folksonomies out of people’s practice in using the Internet and tagging content. Ways of getting out of the extreme subjectivism to which the ontology-as-conceptualisation approach may lead can be identified in relying on people’s consent (or negotiation aimed at consent) on the one hand, and on relying on the nature of our abstract cognitive
competence (in the quasi-Kantian perspective developed by Nicola Guarino) or in the outcomes of experimental cognitive sciences (as suggested by Joost Breuker).

With regard to the law the contrast between realism and subjectivism takes a particular dimension. The law has indeed an ambiguous kind of existence: on the one hand it appears as an objective reality, which exists independently of individual desires and beliefs, and indeed constrains human actions; on the other hand it appears to emerge out of human commitments and beliefs, as a convention or an ideology (shared, in particular, among legal officers).

Often there is only a very partial convergence in assessing legal meanings: while on some points (e.g., on the idea that a contract is an agreement) there may indeed be convergence among most or all of the involved agents, with regard to other issues disagreement is ubiquitous (rather than a shared ideology the law appears as being constituted by a set of different views, sometimes overlapping, sometimes diverging, of different individuals and groups). The mixture of convergence and divergence is particularly clear in judicial law-making and in legal doctrine, where judges or authors mention precedents with which they agree but also those with which they disagree. And disagreement increases when one moves out of the legal professions, considering a broader pragmatic context (Casanovas 2009). A specific difficulty in dealing with the law consists indeed in the different perspectives through which the law is approached by people vesting different roles: a judge looks at concepts in order to understand what is the content of the law with regard to the case he is deciding (and to achieve the outcome he sees more legally just or equitable); an attorney tries to see whether such concepts can be given a meaning that supports her client’s case; a citizen would like to anticipate the understanding of the judge or of his counterpart (to anticipate possible disputes), a company working in information retrieval focuses on the meaning that its intended users are likely to give to the terms they use in their searches, etc. It has been argued that the uncertainty about the content of legal concepts is only apparent, since it can be overcome by considering that the law itself constitutes its concepts, through its definitions and rules. However it is easy to see that this consideration does not solve the problems of constructing a legal ontology: first of all the law explicitly constitutes only some of its concepts and only in part (relying for the rest in common-sense and the knowledge of legal experts). Secondly, one needs to interpret the legal rules characterising legal concepts to establish how they determine the content of the regulated concepts: one needs concepts for understanding such concept-regulating norms.

It seems to us that the multi-level complexity and diversity involved in legal ontologies supports the main idea of this volume: there is no single approach to address the development of legal ontologies, but rather we have a cluster of problems, perspectives, instruments, and goals that require a plurality of approaches, motivated on theoretical but also on pragmatic grounds. Exploring the diversity of these approaches and how they complement one-another with regard to modelling and problematising legal concepts is indeed one of our fundamental objectives.
1.2 New Directions in Semantic Web Research: Rethinking Ontologies

The development of legal ontology engineering is not driven only by the curiosity of researchers, eager to use new tools to address the eternal problems of legal theory and legal practice. On the contrary, research on legal ontology engineering is mainly driven by the need to develop new computer applications, to better meet the demands of practitioners and citizens, in a framework characterised by an accelerated technological development. In the light of new trends in the broader landscape of semantic-web research the role and the utility of legal ontologies has indeed to be rethought. Research on the engineering of legal ontologies should in particular consider the recent developments questioning the need for a highly axiomatised and unified knowledge representation, and focusing instead on intelligence viewed as the ability to cope with heterogeneous and disperse data, based on different ontologies (Motta and Sabou 2006: 25; Fensel 2008: 3; d’Aquino et al. 2008: 22). This may lead to a new way of designing legal ontologies and of embedding them into architectures for legal information systems and other web services.

At present, more than sixty legal ontologies have been completed. The recent doctoral dissertations of Núria Casellas and Rinke Hoekstra focused on the field of legal knowledge representation and ontology building. More academic dissertations are under way, and several legal ontologies have been set within national and international EU Programs (VI and VII Frameworks). Table 1.1 below reproduces the updating of thirty-three of them by Breuker et al. (2009: 12–14), based on the original André Valente’s table (2005: 72).

This table certainly shows the strength and dynamicity of the domain. However, few of these ontologies have gone beyond the stage of advanced and refined prototypes, even scalable and ready for reusing. This is coherent with the industrial surveys on the Semantic Web (Cardoso et al. 2007) in which legal applications are almost invisible. Perhaps LKIF-core and the wide use of upper-top ontologies like DOLCE+ and SUMO in the legal domain are partial exceptions. We believe that this is going to change in the next future, but very likely, to be extensively applied, legal ontologies will have to be combined with other related techniques.

To develop ontologies into the next stage of the web, we have recently identified six challenges coming from the new generation of Semantic Web developers (Casanovas et al. 2010: 5–7): (i) the relationship between the Social Web (Web 2.0) and the Web of Data (Web 3.0); (ii) the construction of evolving and contextual legal ontologies (and their relationship with folksonomies); (iii) the construction of Semantic Legal Web Services (SLWS); (iv) bridging the gap between ITC law and ITC for lawyers; (v) grasping the changing and evolving nature of regulations through the convergence between Web 2.0 and Web 3.0; (vi) adding reasoning and applying dialectic systems to facilitate users’ exchanges and legal operations through the web.

---

1. See a summary of ALIS, ARGUGRID, ASPIC, BEST, DALOS, ESTRELLA, OPENKNOWLEDGE.META-SEARCH, SEAL and SEKT, in Sartor et al. (2008: 8–16).
<table>
<thead>
<tr>
<th>Ontology or project</th>
<th>Application</th>
<th>Type</th>
<th>Role</th>
<th>Character</th>
<th>Construction</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>McCarty’s language of legal discourse</td>
<td>General language for expressing legal knowledge</td>
<td>Knowledge representation, highly structured</td>
<td>Understand a domain</td>
<td>General</td>
<td>Manual</td>
<td>English</td>
</tr>
<tr>
<td>Valente and Breuker’s functional ontology of law</td>
<td>General architecture for legal problem solving</td>
<td>Knowledge base in Ontolingua, highly structured</td>
<td>Understand a domain, reasoning and problem solving</td>
<td>General</td>
<td>Manual</td>
<td>English</td>
</tr>
<tr>
<td>Van Kralingen and Visser’s frame ontology</td>
<td>General language for expressing legal knowledge, legal KBSs</td>
<td>Knowledge representation, moderately structured (also as a knowledge base in Ontolingua)</td>
<td>Understand a domain</td>
<td>General</td>
<td>Manual</td>
<td>English</td>
</tr>
<tr>
<td>Mommer’s knowledge-based model of law</td>
<td>General language for expressing legal knowledge</td>
<td>Knowledge base in English very highly structured</td>
<td>Understand a domain</td>
<td>General</td>
<td>Manual</td>
<td>English</td>
</tr>
<tr>
<td>Breuker and Hoekstra’s LRI-core ontology</td>
<td>Support knowledge acquisition for legal domain ontologies</td>
<td>Knowledge base in DAML+OIL/RDF using Protegé (converted into OWL)</td>
<td>Understand a domain</td>
<td>General</td>
<td>Manual</td>
<td>English</td>
</tr>
<tr>
<td>Hoekstra and Breuker’s LKIF-core ontology</td>
<td>Support knowledge acquisition for legal domain ontologies</td>
<td>Knowledge base in OWL, highly structured</td>
<td>Understand a domain</td>
<td>General</td>
<td>Manual</td>
<td>English</td>
</tr>
<tr>
<td>Gangemi, Sagri and Tiscornia’s JurWordNet</td>
<td>Extension to the legal domain of WordNet</td>
<td>Lexical knowledge base in DOLCE (DAML), lightly structured</td>
<td>Organize and structure information</td>
<td>General</td>
<td>Manual</td>
<td>Italian</td>
</tr>
<tr>
<td>Benjamins, Casanovas et al. Ontology of professional legal knowledge (OPLK)</td>
<td>Intelligent FAQ system (information retrieval) for judges (Juriservice)</td>
<td>RDF. Knowledge base in Protégé, highly structured (converted in OWL)</td>
<td>Semantic indexing and search</td>
<td>Domain</td>
<td>Semi-automated</td>
<td>Spanish</td>
</tr>
<tr>
<td>Ontology or project</td>
<td>Application Type</td>
<td>Role</td>
<td>Character</td>
<td>Construction</td>
<td>Language</td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>------------------</td>
<td>------</td>
<td>-----------</td>
<td>--------------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td>Casellas et al. Ontology of professional judicial knowledge (OPJK)</td>
<td>i-FAQ for judges (Iuriservice, second version)</td>
<td>Last version in OWL, Knowledge base in Protégé, highly structured</td>
<td>Semantic indexing and search</td>
<td>Domain</td>
<td>Manual</td>
<td>Spanish</td>
</tr>
<tr>
<td>Lame’s ontologies of French codes</td>
<td>Legal information retrieval</td>
<td>NLP oriented (lexical), knowledge base, lexical, lightly structured</td>
<td>Semantic indexing and search</td>
<td>Domain</td>
<td>Automated</td>
<td>French</td>
</tr>
<tr>
<td>Leary, Vanderverghe and Zeleznikow’s financial fraud ontology</td>
<td>Ontology for representing financial fraud cases</td>
<td>Knowledge base (schema) in UML, lightly structured</td>
<td>Semantic indexing and search</td>
<td>Domain</td>
<td>Manual</td>
<td>English</td>
</tr>
<tr>
<td>Asaro et al. Italian crime ontology</td>
<td>Schema for representing crimes in Italian law</td>
<td>Knowledge base (schema) in UML, lightly structured</td>
<td>Organize and structure information</td>
<td>Domain</td>
<td>Manual</td>
<td>Italian</td>
</tr>
<tr>
<td>Boer, Hoekstra and Winkel’s CLIME ontology</td>
<td>Legal advice system for maritime law</td>
<td>Knowledge base in Protégé and RDF, moderately structured</td>
<td>Reasoning and problem solving</td>
<td>Domain</td>
<td>Manual</td>
<td>English</td>
</tr>
<tr>
<td>Lehman, Breuker and Brouwer’s legal causation ontology</td>
<td>Representation of causality in the legal domain</td>
<td>Knowledge base lightly structured</td>
<td>Understand a domain</td>
<td>Domain</td>
<td>Manual</td>
<td>English</td>
</tr>
<tr>
<td>Ontology or project</td>
<td>Application</td>
<td>Type</td>
<td>Role</td>
<td>Character</td>
<td>Construction</td>
<td>Language</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------------</td>
<td>------</td>
<td>------</td>
<td>-----------</td>
<td>--------------</td>
<td>----------</td>
</tr>
<tr>
<td>Teodoro, Binefa et al.</td>
<td>Ontology for representing procedural stages of Spanish civil hearings</td>
<td>RDF. Procedural knowledge within Spanish civil hearings (typology)</td>
<td>Diarization and content classification of the official video recordings (image and audio)</td>
<td>Domain</td>
<td>Manual</td>
<td>Spanish</td>
</tr>
<tr>
<td>J. Saias, P. Quaresma, Portuguese Attorney office ontology</td>
<td>Ontology to semantically enriching legal texts</td>
<td>OWL and logic programming (ISCO and EVOLP)</td>
<td>Organize and structure information</td>
<td>Domain</td>
<td>Automated</td>
<td>Portuguese</td>
</tr>
<tr>
<td>M. Klein, E. Uijtenbroek, A. Lodder, Laymen ontology</td>
<td>Ontology to represent laymen knowledge on liability cases</td>
<td>OWL and NLP. Knowledge base in laymen natural language</td>
<td>Understand a domain (tort law) and interoperability between NL and legal concepts</td>
<td>Domain</td>
<td>Semi-automated</td>
<td>Dutch</td>
</tr>
<tr>
<td>J. Breuker, A. Elhag’s Crime.NL</td>
<td>Ontology of Dutch criminal law</td>
<td>OKBC</td>
<td>Main structure of (Dutch) criminal law; for comparing European CL</td>
<td>Domain/General</td>
<td>Manual</td>
<td>Dutch/English</td>
</tr>
<tr>
<td>S Despres, S. Szulzman Micro-ontology</td>
<td>Ontology to represent concepts in European directives</td>
<td>OWL and NLP (TERMINAE method)</td>
<td>Understand a domain</td>
<td>Domain</td>
<td>Semi-automated</td>
<td>French/English</td>
</tr>
<tr>
<td>UCC Ontology</td>
<td>Ontology to represent top-level concepts (e.g. ownership)</td>
<td>NML top-level ontology based on NM</td>
<td>Organize and structure information</td>
<td>Domain (top-level)</td>
<td>Manual</td>
<td>English</td>
</tr>
<tr>
<td>Ontology or project</td>
<td>Application</td>
<td>Type</td>
<td>Role</td>
<td>Character</td>
<td>Construction</td>
<td>Language</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-----------------------------------------</td>
<td>-----------------------------</td>
<td>-------------------------------</td>
<td>-----------</td>
<td>---------------------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>E. Schweighofer, D. Liebwald’s CLO (Comprehensive legal ontology)</td>
<td>Ontology for information management</td>
<td>Some frame representation</td>
<td></td>
<td>General</td>
<td>Manual with support of legal core ontologies</td>
<td>English?</td>
</tr>
<tr>
<td>E. Melz and A. Valente’s IRC ontology</td>
<td>Ontology of internal revenue code (USA)</td>
<td>OWL</td>
<td>Reasoning about tax cases</td>
<td>Domain</td>
<td>Manual</td>
<td>English</td>
</tr>
</tbody>
</table>
Especially point number three is interesting here. Web 3.0 is the product of the combination of semantic and social dimensions, and offering service communities is the product of the combination of semantic technology and web services. Figure 1.1 shows the vision of SWS, as recently plotted by SW developers (Davies et al. 2009). This would imply the transformation of Service-oriented Architectures (SOA) into an architecture comprised of billion of services, grounded into the worldwide sharing of content. Well, ontologies for IT law are playing a crucial role in this vision, because its technological features—reusability, autonomy, discoverability and composability—have to be mixed up with legal ontologies (on intellectual property principles, commerce, procedures, negotiation, mediation, security, contracting...) to be properly effective (ibid.). We think that the balance between services provided by humans and machines will be reached only if this new hybrid legal integration is provided.

1.3 Approaches to Legal Ontologies: Experience and Future Directions

Most of the chapters of this volume come from contributions to the workshop Approaches to Legal Ontologies, held in December 2008 at the European University Institute of Florence. The workshop gathered several research groups with experience in legal ontologies with the aim of setting up a space for presenting findings, sharing methodological concerns and exchanging ideas about the future of the field. The event was an occasion for bringing together different competences and backgrounds which play a role in legal ontology development. Thus the contributions collected in this book are a faithful representation of the diverse concerns that have
Driven research on legal-ontology building in recent years. They address the connection between legal-ontology engineering and a diverse set of other disciplines: legal theory, legal sociology, legal pragmatics, comparative law, complex systems theory, computational linguistics, cognitive science, multimedia and other technologies. In the following a brief sketch of the different contributions is presented.

In Chapter 2 Fernández-Barrera and Sartor analyse the value of legal doctrine and legal theory as an intellectual capital for ontology building. After acknowledging the fact that legal theory and legal doctrine represent just a part of legal knowledge, they proceed to analyse the characteristics of conceptual systems created and used by these disciplines. Some preliminary observations are made with regard to the utility of defining conceptual structures for legal contents despite the traditional criticisms based on contextual dependence and open-texture of legal concepts. Then, on the basis of an analysis of the historical works of several scholars different types of legal conceptual systems are identified, ranging from domain-specific to core conceptual structures, and from classical hierarchical organisations of concepts to more complex frame-based structures. The authors conclude that an important conceptual elaboration exists in doctrinal works which could be translated into formal ontological structures. However, due to the informal character of those conceptual systems, they should be carefully studied, problematised and specified before proceeding to their formalisation.

In Chapter 3 Casanovas, Casellas and Vallbé present a methodology for tackling the knowledge-acquisition bottleneck in legal ontology engineering. The socio-legal approach proposed by them is based on an empirical approach to data gathering which involves different actors such as legal professionals, legal theorists, socio-legal researchers and engineers. The focus on contextually situated legal knowledge reveals an underlying theory based on legal pluralism and pragmatism which questions the completeness of traditional doctrinal approaches to the law. The approach is illustrated through the description of the design of the Iuriservice system and the construction of the OPJK ontology. The system was aimed at providing Spanish judges in their first appointment with semantically-enhanced access to a repository of practical questions with their answers.

In Chapter 4 Joost Breuker and Rinke Hoekstra anchor the origins of ontology engineering in five disciplines which present different perspectives on the content and the use of ontologies: philosophical Ontology, information science, Artificial Intelligence, Knowledge Engineering, and Information Management. Different applications of ontologies and corresponding formalisms are envisaged by each one of those disciplines. However sometimes the chosen representation formalism is not suitable for the intended application and the authors adduce that this is due to an imprecise distinction between knowledge and semantics. Whereas the former refers to what people know about a term in general, the latter refers to the meaning a term acquires in a particular context. According to the authors, for understanding how terms acquire different meanings (which postulate different ontologies), we need to refer to cognitive science, i.e., to the basic architecture through which humans conceptualise the world according to their basic concerns. Cognitive science can
provide the foundation for the most abstract ontological concepts. Thus a commonsense and cognitive-science based core ontology is needed for the legal domain such as the LKIF-Core.

In Chapter 5 Maurizio Ferraris presents a theoretical reflection on the nature of social objects which he conceives to be grounded on a theory of documents. The author starts by assuming that the existence of social objects is located in between physical objects and ideal objects. On the one hand, social objects do not fulfil the requirements for a mere physical existence, since they depend on men thinking about them. On the other hand, social objects, unlike ideal ones, occupy a portion of space and time. Thus Ferraris identifies two essential characteristics of social objects: firstly, their dependence on the existence on human minds; secondly, their dependence on their embedding in text. In this sense, the main conclusion is that social objects are inscribed acts.

In Chapter 6 Ashley considers the components that an ontology for case-based reasoning systems should have and presents the state-of-the-art of ontologies in such domain. More concretely, the paper identifies three main tasks case-based reasoning ontologies should support: case-based comparisons; distinction between deep and shallow analogies; proposal and test of hypothesis. The extent to which current ontologies can fulfil those tasks is assessed on the basis of an example consisting on a legal classroom discussion that an imagined case-based reasoning system should be able to simulate with the aid of the adequate ontology. The paper concludes that the first task can be already addressed by current state-of-the-art technologies. However further research is needed for meeting the requirements of the other two tasks and in this line the paper contributes to the definition of future research efforts.

In Chapter 7 Mazzega, Bourcier, Bourgine, Nadah and Boulet introduce an innovative approach to legal ontologies inspired on complex systems theory. Their analysis starts from the observation that current legal ontologies are constrained by tree-like structures and thus offer a limited representation of the complexity present in any legal system. In this line, the paper presents a method for enriching a conventional ontological structure with further links between concepts independently of their a priori relations. This further links are based on the mutual information shared by the terms in the corpus, which is measured by information functions, having previously mapped the ontology to the corpus through a probabilistic measure of term occurrence. Furthermore, the analysis can be tailored to different scales, since these probabilistic measures can be applied to different levels of depth (from articles to the whole code or to the whole legal system).

In Chapter 8 Boella and Rossi analyse in detail the crucial role of legal ontologies for ensuring the interoperability of contents stored in different knowledge bases. The authors propose a procedural model based on the multi-level structure of legal information. A modular model of legal knowledge is thus proposed, which relies on the following layers: lightweight ontologies at the first layer, service ontologies at the second layer, an intermediate layer converting service concepts into domain concepts, and finally the fourth layer constituted by the core ontology. The model is illustrated through the research undertaken in the framework of the ICT4LAW
project. Ontologies play a pivotal role in the project, since they enable the mapping between norms and the organisation’s internal processes and regulations.

In Chapter 9 Biasiotti and Tiscornia approach the linguistic dimension of legal ontologies and its interaction with formal models of legal concepts. The authors put a strong emphasis on the importance of textual sources of the law, which determines the relevance of bottom–up approaches for legal ontology engineering. Ontology learning techniques are considered to be the most effective approach for bridging the gap between dogmatic conceptual constructions and lexical structures in legal sources. Besides the distinction between lexical meaning and conceptual meaning the authors address the challenge of embedding both meanings into modular architectures for legal knowledge representation.

In Chapter 10 Palmirani, Cervone and Vitali propose the enrichment of the CEN Metalex standard with LIDO (Legal Information Document Ontology), a legal-document ontology that enables the description of the legal meaning of textual components. This research is meant to bridge the gap between the mere representation of structural elements of legal text and the representation of their legal meaning. In particular, the LIDO ontology, based on the FRBR ontology, contains the following categories: legal actions affecting the document; legal temporal events; structure of the legal resource; semantic structure of the legal document.

In Chapter 11 Sancho Ferrer, Fernández Hernández and Mateo Rivero discuss the role of ontologies in search technologies for legal databases. The authors highlight the current limitations of ontologies for managing large legal databases since search engines are still unable to exploit them completely. One crucial issue for improving searches is understanding how expert knowledge affects the formulation of search queries. In this sense the paper explores the search behaviour of legal experts and explains why the system performance when using ontologies is still not adequate. The development of a legal dictionary for semantic processing is presented as a possible solution and future research directions are proposed.

In Chapter 12 Gangemi, Presutti and Blomqvist present two proposals for addressing design issues and supporting ontology engineering tasks: Ontology Design Patterns (ODPs) and the eXtreme ontology Design methods. Relying on the idea of design patterns originally developed in the domain of software engineering, ODPs provide solutions for types of problems that are frequently present in ontology design. The paper concentrates on CPs (content patterns), which are small ontologies to be used as basic building blocks in ontology engineering. The eXtreme ontology Design, a set of tools and methods that builds on ODPs for ontology development, is presented and applied in building an ontology for abusive discharges.

In Chapter 13 Francesconi presents a machine learning approach to extracting legal rules from legislative texts for the support of legal ontology building, on the basis of a semantic model of legislation. The semantic model distinguishes Domain Independent Legal Knowledge (which provides a classification of legal rules) and Domain Knowledge (which presents a description on the entities of a particular domain and the relations holding among them). A double methodology is implemented for knowledge extraction, both top–down, illustrated by the definition of
a semantic model of legal rules, and bottom–up, consisting in the identification of rules instances in text. The goal of the paper is to strike a balance between consensus among legal knowledge engineers and authoritativeness in systems structured around legal rules by reducing human intervention in rule description.

In Chapter 14 Ferrario, Guarino and Fernández-Barrera reflect on the value of formal ontology for service science and more concretely, for the clear understanding of the legal implications in service-oriented systems. This goal derives from the observation that current service science is lacking suitable semantic representations of business processes in a machine-processable way. In this line, the paper analyses the concept of service by using the analytical tools of formal ontology with a particular emphasis on the legal aspects of the notion. A service is understood as a complex event where different agents play different roles and assume different responsibilities, and is distinguished from a good in the sense that the former is not transferable while the latter, being an object, is.

In Chapter 15 González-Conejero presents the potentialities of ontologies for managing, retrieving and searching multimedia legal files. Indeed, enhancing querying, management and storage capabilities of multimedia contents becomes a crucial issue in several institutional settings (for instance, in Spanish civil courts), when written files are substituted with electronic recordings. The MPEG-7 standard and multimedia ontologies are presented as possible solutions for managing multimedia contents even in the legal domain, provided that some particularities of the structure of judicial procedures are taken into account. The paper discusses the challenge of making explicit what is implicitly represented in images. It points to the role of pattern recognition and emotional speech analysis for tackling this challenge and bridging the semantic gap between concepts extracted from multimedia documents and their formalisation in an ontology.
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Chapter 2
The Legal Theory Perspective: Doctrinal Conceptual Systems vs. Computational Ontologies

Meritxell Fernández-Barrera and Giovanni Sartor

2.1 Introduction. Legal Doctrine and Legal Theory as a Source for Building Legal Ontologies

If ontologies are understood as the formal description of a domain of discourse (Antoniou and Van Harmelen 2008 [2004]: 11) then legal ontologies can be considered the formal description of the domain of legal discourse. A decision to make is, therefore, what counts as “legal discourse”. However, it is difficult to identify one single legal discourse since it has been highlighted that different levels of legal language exist (Tiscornia 2005), among which we can identify the following: (i) the discourse of the legislator (laws and regulations); (ii) the discourse of the judges (judgements and other judicial decisions); (iii) the discourse of the doctrine (studies on several legal subdomains, systematising legislator and judges’ discourses); (iv) the discourse of legal theory (legal works having a general content, not addressing a particular legal system).

Furthermore, limiting our view on legal discourse to the four previous kinds of discourse, amounts to having a restricted approach to the law, which only considers certain classes of legal documents as relevant sources of the discourse to be considered: the documents representing authoritative sources of the law (legislation and case law), plus the published academic comments on such sources and more abstract reflections (doctrine and theory). This corresponds to explicit legal knowledge, codified in specific and standardised ways by the legal community1 (bills, laws, articles published in legal journals, judicial decisions, . . .). Nevertheless, the law can be seen as well as a set of practices (actions, ways of reasoning, language uses . . .) by legal professionals and of interactions between citizens (contracts, customs). In

1A rich literature exists on the definition of explicit knowledge, usually to contrast it with implicit knowledge. A landmark contribution to the distinction is (Polanyi 1966), where explicit knowledge is defined as codifiable knowledge due to its propositional form. On the contrary, implicit knowledge is usually non propositional and therefore difficult to codify.
particular we can speak of an implicit or unspoken law that we can refer to as the discourse of legal practice. On the one hand, this includes practical legal professional knowledge\textsuperscript{2} that goes beyond codified legal knowledge in the aforementioned forms (legislation, case-law, doctrine, legal theory) and consists in the know-how that tells how to apply codified knowledge in concrete situations.\textsuperscript{3} Very much related to the paradigm of situated cognition,\textsuperscript{4} this knowledge is acquired through experience rather than by formal training, it is unequally distributed among the members of the community and it is difficult to elicit. On the other hand, the discourse of legal practice includes the so-called “mute law”, which has been frequently neglected by legal scholars and has rather been object of study by legal anthropology (Sacco 1995). This consists in common citizens’ interactions beyond legally conceptualised situations and relations, thus including factual behaviours.

Written form accompanies sometimes as well these types of informal or implicit legal knowledge, but since it is not codified knowledge, its written forms are not archived orderly and in standardised formats (letters to clients and parties, summons, legal discussions over the Internet, etc.), so it is difficult to analyse them systematically. This is probably where the methods of legal doctrine require the contribution of the methodologies and approaches of legal sociology and legal anthropology,\textsuperscript{5} for

\textsuperscript{2}Not necessarily limited to traditional legal professions (lawyers, barristers, judges, \ldots), but including other professionals having somehow to do with the law, such as mediators, economists, university professors, or the so-called paralegal professionals (Casanovas 1998).

\textsuperscript{3}This corresponds to the notion of personal knowledge and capability as defined by Eraut (1997, 1998): “what individual persons bring to situations that enables them to think, interact and perform”, and which includes: “Codified knowledge[0] in the form(s) in which the person uses it; know-how in the form of skills and practices; personal understandings of people and situations; accumulated memories of cases and episodic events (Eraut, 2000a, 2004e); other aspects of personal expertise, practical wisdom and tacit knowledge; self-knowledge, attitudes, values and emotions.” (Eraut 2007). Similarly, in the legal field, “professional knowledge of a legal topic \ldots involves a particular knowledge of: (i) statutes, codes, and legal rules; (ii) professional training; (iii) legal procedures; (iv) public policies; (v) everyday routinely cases; (vi) practical situations; (vii) people’s most common reactions to previous decisions on similar subjects. (Casanovas et al. 2006: 266).

\textsuperscript{4}Situated cognition is a transdisciplinary notion that applies to a wide range of scientific domains (social sciences, linguistics, animal cognition, evolutionary biology, \ldots) and that more concretely was manifested in cognitive sciences and AI research as systems thinking, which implies studying things in a holistic way, as a dynamic and complex whole located in an environment (Clancey 2008). This approach has been very controversial in psychology and cognitive science as well as in AI (Ibidem), since it seems to question the orthodox physical symbol system hypothesis (for a theoretical analysis of the opposed views and an attempt to bring them together them see Slezak (1999); for a taste of the discussion see the response of Clancey (1992) to Sandberg and Wielinga’s critical paper with regard to situated cognition (1992)). Situated cognition highlights precisely the non propositional and environmental aspects of knowledge and this is why it can be considered one of the foundations of a theory of practical legal knowledge.

\textsuperscript{5}It is acknowledged that evidence of personal knowledge must come from observations of performance in order to have a holistic rather than a fragmented approach to knowledge, since the knowledge used in particular situations is available in a compiled form ready to be used (Eraut 2007).
instance ethnographic work on the ways of action and interaction of judges, lawyers in the institutional setting (at the court) and outside it (relationship with clients, . . .).

Bearing in mind that they cover just a part of the multilevel structure of legal knowledge, in this paper, we concentrate on the third and the fourth kind of legal discourse, namely, the discourse of doctrine and legal theory. We think that in this kind of legal discourse (i) we find the intellectual roots of the conceptual structures used in legal reasoning; and (ii) we can find useful insights in order to build legal ontologies, either in the form of core legal conceptual constructions or domain-specific notions. Indeed, the particularity of legal doctrine and theory is that they try to identify, define and organise in broader conceptual structures the objects of the domain. In this sense legal doctrine could be seen as an intellectual capital to be reused in ontology building in the same way that Ontology as a traditional branch of metaphysics contributes to the conceptual distinctions made in upper or foundational ontologies.

2.2 Legal Concepts: Striking a Balance Between Legal Interpretation and Ontological Categories

The possibility and the utility of constructing structures of concepts in the legal domain has always been controversial. One important reason for being sceptical about structuring legal concepts resides in the fact that this idea seems to presuppose that legal concepts have a certain degree of stability (context independence), i.e., that we can identify different occurrences of the same concept in legal texts and in legal practice (usually constituting the meaning of all occurrences of the same words in different legal texts). For instance, embedding the concept of “document” in a structure of legal concepts (while linking this concept to linguistic expressions to be found in legal discourse) seems to presuppose that it is possible to view this concept as the meaning of the different occurrences of the term “document”.

If legal language was so context-dependent that the legislator would ascribe different meanings to each different occurrence of the term “document”, and even different judges would express different meanings whenever using this term in motivating their decisions (concerning the validity of documents or other similar issues), then having the concept “document” in a conceptual structure would be of dubious utility: this concept would not provide the meaning of most occurrences of the word “document” in legal language, and similarly, the structural links pertaining to this concept might not apply to the (different) concepts expressed by the various occurrences of the word document.

As we shall see in the following, one may still want to provide a structure of concepts for legal thinking, but then one would abandon the goal of providing directly

---

6For a focus on the fifth type of legal discourse see Casanovas and Casellas socio-legal approach (Casanovas, Casellas and Vallbé 2010), in this volume.

7We will be using objects as a synonymous of concepts.
the meanings of the terms in legal language, and the semantic relationships between such meanings. One would rather provide a conceptual structure relatively independent from the practised legal language, which would have to be mapped to the different words used in legal discourse, and the different ways in which the occurrences of such words are used.

The idea that legal concepts have a stable meaning (which is maintained in the linguistic expressions of different norms, taking place in different contexts) is questioned by three characteristic aspects of the law:

– the dependency of legal concepts on legal norms
– the dependency of legal norms on (the interpretation of) terms in authoritative documents
– the dependency of interpretations of legal norms on the pragmatics of the different situations in which norms have to be applied.

In this section we shall consider how these dependencies impact on legal ontologies and how and within what limits we can save legal ontologies from this challenge.

### 2.2.1 The Mutual Dependence of Legal Concepts on Legal Norms

Legal concepts are dependant on legal norms since they may be expressly defined by legal norms, or since they may be implicitly defined by them. Let us firstly consider explicit definitions. For our purpose we may restrict our analysis of explicit definitions to the most evident forms of them, i.e., to those definitions having a metalinguistic form, i.e., ascribing a particular meaning to a term. Consider for example the following definition, contained in the EU data protection directive (Directive 95/46/EC of the European Parliament and of the Council):

(a) “personal data” shall mean any information relating to an identified or identifiable natural person (“data subject”); an identifiable person is one who can be identified, directly or indirectly, in particular by reference to an identification number or to one or more factors specific to his physical, physiological, mental, economic, cultural or social identity;

Here is the definition which can be found instead in the Italian legislation (art. 4a of the data protection code, Legislative Decree no. 196 of 30 June 2003)

(a) “personal data” shall mean any information relating to natural or legal persons, bodies or associations that are or can be identified, even indirectly, by reference to any other information including a personal identification number;
Let us observe the difference of the two definitions: they indeed do not identify the same concepts, the main difference being that “personal data” according to the EU definition only covers data concerning a physical person (a human) while the Italian definition also includes data concerning “legal persons, bodies or associations”. One may also wonder whether the very different wordings of the two documents are meant to indicate conceptual difference or not. These two definitions exemplify two aspects of the typical legislative definition: the definition on the one hand characterises a concept, and on the other hand ties that concept to a term. In fact the usual normative effect of the definition is that all occurrences of the term within the text containing it have to be understood in the defined sense. This normative effect usually also applies to subsequent documents containing that term, unless there are reasons to the contrary, and it may cover as well preceding ones (if this fits with the purposes the new definition is aiming at, according to the assumed intention of the legislator) Thus a legislative definition is a norm that on the one hand establishes a concept (so that the concept is dependant on that norm) and on the other hand contributes to determine the meaning of other norms (so that these norms are dependant on the concept). This means that not only one needs to interpret the norms containing the defined concepts on the basis of the definition, but also that when interpreting the defining norm one must consider what impacts this will have on the norms where the term occurs. For instance, the Article 29 Data Protection Working Party (a body providing advice on data protection, established according to art. 29 of the Data protection directive, 95/46/EC) describes in this way the task of understanding the definition of the term “personal data”: “Working on a common definition of the notion of personal data is tantamount to defining what falls inside or outside the scope of data protection rule”. On the one hand the legislator, when defining a concept (the meaning of a legislative term) is performing a normative function, i.e., specifying the content of the norms in which the term to be defined appears, on the other hand the interpreter, when determining the meaning of the legislative definition, is participating in the same function.

Note also that the wording of a legislative definition is usually insufficient to enable a full characterisation of the defined concepts. With regard to the concept of “personal data”, for instance the Article 29 Data Protection Working Party provides a 26 pages analysis, where it is discussed how this notion has to be understood, and applied to different cases. It must also be observed that it would be absurd, for the purpose of understanding the legal notion of “personal data”, to rely only on the common-sense understanding of the terms from which the legislative definition results, i.e., “any information”, “relating to”, “an identified or identifiable”. The abstract conceptual meaning of these terms (i.e. the meaning we may assign to them when they are not linked to a particular context) only is the starting point for understanding what they mean in the particular context we are considering (i.e., the context where they are providing the definition of “personal data” for the Data Protection directive). In other contexts—for instance, when the information to be regulated is technological know-how, when it is discussed whether an invention is “relating to” a particular industrial process, when it is required that the origin of a product is “identified or identifiable” for consumer protection—the same terms
acquire distinct meanings (related to the different function they are performing), for which considerations developed in the Opinion of the Article 29 Working party have little or no relevance. For instance, in this opinion it is said that even dynamic IP addresses, assigned by Internet providers, are to be considered as pertaining to an identifiable person (even though they are assigned to a connection, rather than to a person, and only for the duration of that connection). Such considerations have little relevance for establishing when the producer of a good is identifiable from the label of that good. Since the purpose of the requirement of “identifiability” with regard to producers it to enable consumers to easily (without effort) identify the producer, a much clearer indication is needed for a producer to be “identifiable” from the good than for a person to be identifiable from his or her data: if a label included the indication “Manufactured by the producer owning the computer to which provider Wind assigned dynamic IP number 72.47.223.123 on 13 February 2009, from 12.00 to 13:00” we would not consider that it makes the producer identifiable for the purpose of consumer protection (though the producer will be identifiable, according to the Opinion of the Article 29 Working party, for the purpose of data protection).

Besides being defined explicitly, the meaning of a legal concept can also be defined implicitly, i.e., through its use within legal discourse (and in particular within legislative discourse). This happens in various ways. Sometimes the legal norm indicates that the concept applies to certain entities under certain conditions (that such entities, under such conditions count as instances of the concept); for instance, it may say that also a three wheeled vehicle is (counts as) a motorcycle, so that it may be driven with a motorcycle licence, or that a frog is a fish, so that the prohibition to take fish also applies to frogs. In other cases the law states what conditions originate the event or state of affairs described by a legal concept and what follows from such a normative state of affairs. Consider for instance the rules stating under what conditions a contract comes into existence, is terminated, and what the legal effects of a contract are, the rules establishing when citizenship is acquired and what is entailed by being a citizen, or the rules establishing when one acquires and loses ownership, and what are the rights and duties of an owner (for a discussion of some views on this issue, see Sartor 2009).

Consequently, legal semantics is determined (among other things) by legal doctrine, to the extent that doctrine determines, identifies or constructs legal norms on the basis of the sources of law. The discussion concerning the meaning of a legal concept in a legal system concerns establishing what norms -leading to, or departing from, the term expressing the concept- hold in that system. Since the inferential links holding in a legal system represent, or are derivable from, norms of such a system, this discussion is inseparable from the doctrinal issues concerning what legal norms belong to a legal system (given the available legal material, such as legislation, precedent, custom, and so on) and consequently constitute correct premises of legal reasoning with regard to that system. On the one hand, when we argue that in a
given legal system certain preconditions determine the application of a concept and that certain consequences follow from it, we are arguing that certain norms exist in such a system, according to a certain interpretation. On the other hand, when we consider whether a certain norm exists in a legal system we must take into account the conceptual network in which the norm participates: if the norm links a conceptual qualification to certain preconditions, we must consider what consequences other norms connect to that qualification; if the norm provides consequences of a certain conceptual qualification, we must consider what preconditions entail this qualification.

In fact, by constructing in a certain way (through doctrinal interpretation/construction) the meaning of a certain concept in a legal system we contribute to determining the substantive legal conclusions derivable according to that system. Consequently, we will argue for one or the other interpretative construction of the relevant norms, according to what conclusions, derivable according to such norms, we believe better fit (the values and principles we associate with) the considered legal system.

Consider, for instance, the recent debate about torture, where the absolute prohibition of torture has been recently questioned with regard to the treatment of suspect terrorists. A lawyer believing that the law permits infliction of pain on detainees for the purpose of extracting useful information has two ways to go about showing that this is the case: the lawyer can take either a restricted view of the conditions for applying the concept of torture (requiring, for instance, that permanent physical damage is caused, so as to exclude that there is torture when pain is inflicted without such an effect) or a restricted view of the consequences of qualifying an act as torture (assuming that only certain kinds of tortures are always forbidden, while other kinds of torture are in certain circumstances permissible). Correspondingly, a lawyer believing, on the contrary, that the law never permits any infliction of pain for the purpose of extracting information will claim that every pain inflicted for this purpose qualifies as torture, and will claim as well that the law prohibits every act of torture regardless of the form it may take. The two lawyers, in offering what they view as justified conditions for qualifying an act as torture or as justified consequences following from this qualification, will characterise in different ways the concept of torture, and this will have relevant deontic implications (the first characterisation of torture permits certain actions on detainees, actions which the second characterisation prohibits). As this example shows, the characterization of legal concepts is no neutral activities: it concerns establishing what norms hold in a legal system and thus what norms have to be applied by judges and imposed upon the party. It is not an activity dealing with mere descriptive linguistics: it is rather a central aspect of legal interpretation.

As stated in Art. 5 of the Universal Declaration of Human Rights: “No one shall be subjected to torture or to cruel, inhuman or degrading treatment or punishment.”
2.2.2 Why Systems of Legal Concepts May Still Be Useful: The Interplay of Theoretical, Doctrinal and Sociological Analysis of Legal Contents

We cannot provide here a detailed analysis of the reasons why the endeavour of building structures of legal concepts can be challenged. Let us just mention some of these reasons (for a more detailed account see Sartor 2009):

– Legal change may question the validity of conceptual hierarchies. As the law evolves, new inferential links are introduced – by the legislator, by precedents, by custom – newly associating a legal concept to a certain condition or a certain effect, or dissociating the concept from one of its pre-existing conditions or effects. In introducing such new inferential links, conflicts with existing conceptual structures, as resulting from definition and from taxonomic inheritance, are inevitable, and inevitably legal evolution is to prevail over static conceptual hierarchies.

– Definition cannot fully capture the meaning of legal concepts. In fact to determine what preconditions and effects characterise a certain concept we must also consider what can be obtained through correct interpretation of laws and cases, what emerges from customs and other legally relevant social interactions, etc.

– A definitional approach to legal concepts appears even more unable to fully capture the legal meanings, if we include among the relevant inferential links those emerging from legal practice, such as non-verbalised attitudes of legal reasoners.

– The preconditions for applying a concept make the concept dependent upon the reasons justifying its application, while effects deriving from the application of the concept indicate what conclusions the concept is a reason for. Such reasons can be supported by rationales, and they can be attacked by contrary reasons (reasons why the concept should not be applied or why we should not, given certain situations, derive its conclusions). These underlying dialectics get lost when we take a definitional attitude.

– In order to enable the relevant values and interests to be realised through the application of the law in different contexts and across different subject matters, we need to shape legal inferential links (legal norms) in the ways that best promotes such values and interests. This may lead us to abandon terminological consistency: for instance, we may need to understand causality in different ways in private and criminal law, or to conceive good faith differently with regard to customers and to professionals, to differentiate notions of fault and negligence, and so on.

The considerations we have developed exclude that we can assume that any ontology fully captures the meaning of legal concepts, and the meanings of the words that in legal discourse are used for expressing such concepts. However, this does not make useless the attempt to organize legal meanings into conceptual structures. We need to be able to pack inferential information into legal terms, and to use this information according to terminological relationships. Without terminological information, we would not be able to make sense of the textual formulations of
legal norms and of the connections between norms having different levels of abstraction. Without the inheritance across conceptual hierarchies, legal regulations would become a chaos of useless repetitions. And specifying the meaning of legal concepts and their relations helps us in better understanding legal norms and the commitments we undertake when representing legal information and addressing legal issues.

There is indeed a feedback circle involved in constructing legal norms, where the assignment of a meaning to a term and the teleological interpretation of the norms including that term go together: on the one hand we start with a preexisting understanding of the term at issue, then we refine our understanding of the term on the basis of teleological considerations concerning the norms where the term appears, which may lead us to revise the understanding of one or more instances of the occurrences of that term. There is also a complex relationship between common language and legal language, where the law inherits in principle the terminology of common language (words like “fish”, “wine”, “food”, “harm”, “pain”, “parent”, etc.), but then may redefine these words, either through the legislator’s definitional or qualifying statements, or through legal interpretation.

Thus we need to consider the conflict between legal interpretation and ontology as a dialectical balance and co-evolution, rather than as a merely destructive confrontation. This requires that lawyers (and ontological engineers working with legal knowledge) have the ability to continuously adjust their onto-terminological constructions as the law evolves (taking into account the need to implement legal values), and at the same time to make conceptual analyses bear on the interpretation of legal norms and on the solution of legal cases.

In conclusion, the task of providing an analysis of the meaning of such legal concepts does not pertain uniquely or mainly to legal ontology as a separate discipline. It rather pertains to legal theory, legal doctrine and legal sociology, and such disciplines can use the tools provided by ontological research in order to better specify their proposals and findings. On the other hand work on computational ontology (for purposes such as information retrieval or knowledge representation) should use the inputs provided by legal theory, legal doctrine and legal sociology in order to develop legal conceptual structures appropriate to the purposes the ontologies being developed are meant to serve. Constructing systems of legal concepts involves thus different approaches to legal knowledge in a complementary way.

2.3 Systems of Legal Concepts in Legal Doctrine

The potential connection between computational legal ontologies and legal doctrine is the common concern for the conceptualisation of the law. Nevertheless, it cannot be trivially assumed that the formal structure of the conceptual networks found in doctrinal classifications is similar enough to the formal structure of computational ontologies and some kind of analysis is required to see how and to which extent the two structures can be mapped.
2.3.1 System of Concepts, Their Topological and Semantic Properties and Methodology for Exploring Them

In our analysis of legal concepts will rely on the following notion of system of concepts or conceptual system:

A conceptual system can be conceived as a network in which each node corresponds to a concept and each line in the network corresponds to a link between concepts (Thagard 1992: 30).

Furthermore, since the links between concepts have a semantic nature, a conceptual system can be regarded as a semantic network. Two issues are thus relevant for the analysis of a conceptual system; on the one hand, the topological structure that it gives place to, i.e., the architecture of the links between the concepts (namely, a tree, a rooted tree –the one with a unique beginner or root element-, . . .); and on the other hand the semantic relations expressed by the lines that unite the nodes in the network9 (this relation can be an inclusion relation –is-a-, a meronymic relation –part-of-, . . .). In this context, we should be able to answer these two questions:

- Are the conceptual structures of ontologies and doctrinal legal classifications equivalent with regard to their topological structure?
- Are the conceptual structures of ontologies and doctrinal legal classifications equivalent with regard to the semantic relations expressed by the links between their nodes?

With regard to the analysis of topological structure a methodological precision is required). Our analysis is limited to the explicit links made by the authors between concepts.10 The definition of what counts as an explicit link is controversial, but here it will be assumed that two ways exist for expressing it: either textually or graphically. This has effects on the cognition of legal contents. In the first case it will be necessary to do a complete reading of the text in order to extract the elements of the system of concepts and infer their relations; in the second case the graphical representation makes easier the cognition of the classificatory structure. When an

---

9The relevance of the explicit understanding of the intended meanings for various types of arcs and links in semantic network structures has been highlighted by Woods (1975).
10Ontologies and databases are indeed constrained by an external set of rules whereas a graph is not necessarily constrained and can reflect an emergent system itself, with no external control (Bales and Johnson 2006: 453). If we limit ourselves to explicit conceptual systems as presented by legal doctrine, we are accepting the restrictions imposed by external rules of organisation of concepts, such as the correct construction of a taxonomy following the Aristotelian method of division by genus and differentia. The method of division is presented by Aristotle in Posterior Analytics: “It is such attributes which we have to select, up to the exact point at which they are severally of wider extent than the subject but collectively coextensive with it; for this synthesis must be the substance of the thing.” Nevertheless, the method of division, consisting in the knowledge of how to divide forms into kinds, was already proposed by Plato in the Phaedrus and described in more detail in the Sophist.
explicit verbal description is made of a system of legal concepts, the author usually puts a special emphasis in marking linguistically the conceptual structure by using specific linguistic markers that describe the structure (such as *x are divided in y and z; there are n types of x; ...*), for instance, in Gaius division of persons: “The principal division of the ius of persons is the following, namely, that all men are *either free or slaves*”. When the system of concepts is presented graphically through a schematic representation, the diagrammatic lay-out replaces linguistic markers and the information is transmitted directly through the interpretation of the image. Even if some instances can be found in legal history (see Fig. 2.1), the diagmmatic representation of systems of legal concepts is not very usual in the legal domain unlike in other domains.

*Fig. 2.1* Arbor servitutum. From the 1548–1550 edition of the Corpus Juris Civilis, Digestus Vetus, p. 770 (Source: Hayaert 2007: 319)
This is why the conceptual systems that will be presented in this paper have been manually constructed on the basis of explicit linguistic structures whereby the author of the text marks class subsumption, generic semantic relations or other semantic links.

However, it is conceivable that other more complex conceptual graphs can emerge from the statistical analysis of the corpuses composed by legal doctrinal texts. Further analysis in this direction using current statistical approaches combined with Natural Language Processing Techniques could reveal implicit conceptual systems emerging from doctrinal texts and propose new analytical approaches of traditional legal theory, as well as put them more accurately in connection with structural features of computational ontologies.

### 2.3.2 System of Concepts in Ontologies

A conceptual system, according to the definition provided above, consists of concepts and links between them. In ontologies the system of concepts follows a pre-established scheme, usually taking the form of a rooted tree, where concepts are organised vertically, from more general to more specific.

For instance, let us consider the fragment of the DALOS domain ontology shown in Fig. 2.2: the topological structure is that of a rooted tree, with a single initial element (Thing) further divided into the branches of Activities, Agent, Object, Quality and Region. Other nodes span out from these branches, giving place to new branches. For instance, Object is divided into Physical-object and Social-object, from which further branches of the tree fan out.

The semantics of the arches linking the nodes of the tree in Fig. 2.3 is an inclusion or is-a relation, which is the creator of the ontological backbone: the taxonomy of entities. In the case of the DALOS ontology we can observe, for instance, that Social-Object is-a kind of Object, and Object is-a kind of Thing.

However, in DALOS ontology semantic cross-references—in not directly represented in the tree-like structure of Fig. 2.2—are established through the definition of properties. For instance, the property provides-information-on has as its domain information-object and as its range has, among other concepts, agent. There exists, thus, in fact, a semantic relation linking agent and information-object, although these concepts are not directly linked through the is-a relation represented in the tree-like structure. Due to these further semantic links represented through properties the actual structure of the semantic network

---

11The EU DALOS project (Drafting Legislation with Ontology-Based Support) is aimed at providing legislators with control over legal concepts and the corresponding vocabulary across several European languages. The DALOS domain ontology represents the consumer law and was manually built with the aid of NLP support (Agnoloni et al. 2007, Francesconi et al. 2007).
is much more complex than the initial taxonomy (although the network follows anyway the organizational schema established by the designer).

### 2.3.3 Systems of Concepts in Legal Doctrine

If we apply to the legal domain the definition of “systems of concepts” provided above we will obtain that:

A *system of legal concepts* or *legal conceptual system* is a network in which each node corresponds to a legal concept and each line in the network corresponds to a link between legal concepts.

In this sense, legal classification understood as the definition and organisation of legal objects or concepts is the task that gives place to systems of legal concepts. This is precisely one of the ways in which doctrine contributes to the systematisation
of the legal system. 12 Doctrine builds theories in which each concept has its definition, for the classificatory order relies on the features specified in the definitions. For instance, contract theory will define: contract as a legal transaction with certain properties (and therefore as a subclass of legal transaction), parties as natural or legal persons that participate in a legal transaction (and therefore as a role of the classes natural person and legal person), and so on. The relevance of the definition and organisation of legal concepts is the design of a conceptual map of the domain, a structured universe of discourse shared by domain experts that enables their communication and mutual comprehension. In other words, it is the creation of a knowledge system.13 In this sense, when a legal scholar speaks of contract any other domain expert should be able to recognise the concept and therefore know what kind of entity the term refers to. Nevertheless, the conceptual map of the domain does obviously not remain always the same, but a certain conceptual dynamics exists, a sort of evolution of legal conceptual systems due to changes in regulation or to judicial interpretation that either modifies the intensional or extensional definition of concepts, or creates new concepts. Sometimes even new subsystems will be created, like labour law, consumer law, . . . (Collins 1997: 64). Doctrinal systems of legal concepts can be thus considered dynamic conceptual systems, just like scientific conceptual systems are (Thagard 1992).

The most significant efforts to provide the definition of a basic conceptual language of the law took place during the XIXth century. Indeed, partly influenced by the positivist paradigm, partly driven by the desire to give law a scientific methodology, decades of legal research were committed to this endeavour. Apart from the philosophical underpinnings of the effort, practicalities were as well at issue, for the development of a common terminology for legal reasoning was deemed essential for achieving clarity and correctness in legal thought. In the common law sphere several scholars refer indeed to the need of establishing a clear usage of legal terms that would free legal discourse from obscurity (for instance Bentham, Austin and Wigmore). This is the stream of thought corresponding mainly to analytical jurisprudence, with roots in Bentham’s thought and that starting from Austin’s The

12It has been highlighted that there exist different levels of legal systematization: (i) systematization of legal concepts; (ii) systematization of legal rules in institutions and branches of the law according to the piece of reality that they regulate; (iii) systematization of legal rules on the basis of the values they pursue and their justification; (iv) systematization of those values themselves, establishing an axiological hierarchy (Renauld 1958). Legal doctrine is not always clear as to the object of systematization or classification, as highlighted by Pound (1924: 941): “[...]it is not uncommon for analytical jurists, assuming to classify ‘the law’, to move, without apparent consciousness of the transition, from classification of legal precepts to classification of the subject matter of legal precepts, or to classification of the institutions by which that subject matter is made effective by means of legal precepts, and vice versa.”

13On the idea of legal classification as a knowledge system see (Collins 1997: 57).

14For instance when a new act changes the definition of a concept like “environmental risk”.

15Such as when case law establishes that a bicycle will be an instance of the concept of vehicle in the interpretation of a certain act.
Province of Jurisprudence determined (1832) leaded the quest for the main conceptual components of the law. In continental legal thought a similar line of thought was manifested in the works of the German pandectists. Represented by main legal scholars such as Savigny, Ihering, Puchta and Windscheid, and with origins in Hugo, it developed in the context of a strong debate on the suitability of codification which would eventually culminate in the German Civil Code, which has been considered more similar to a doctrinal treatise than to a legislative piece of work. The weakening of this stream of thought can be traced back to the jurisprudence of interests, by Ihering, who had been one of the major figures of the conceptualist school.

The works produced by the main figures of both streams of thought provide useful data for an analysis of legal conceptual systems with a historical perspective. Together with some examples extracted from current legal doctrine they will be the material on which to run our analysis of the structural and semantic characteristics of doctrinal legal conceptual systems.

2.4 Types of Systems of Legal Concepts

In the present section we will compare legal conceptualisations on the basis of the degree of abstraction of their conceptual units and of the kind of semantic relationships connecting them.

2.4.1 Degree of Abstraction

From the point of view of content, systems of legal concepts can be more or less specific. That is, there exist, on the one hand, certain systems of legal concepts that deal with the concepts specific to a subdomain of the law, like works dealing with civil law or criminal law, where the conceptual networks basically contain concepts particular of the domain. On the other hand, there exist systems of legal concepts that aim at providing a general picture of the whole legal domain and therefore contain more abstract notions that require a more philosophical reflection and theoretical commitments.

---

16 The BGB (German Civil Code) has actually been criticised as embodying an abstract system of private law, in accordance to the conceptual apparatus built by the pandectists rather than a system adapted to actual conditions of life in society (Wieacker 1995: 376).
17 On the idea of doctrinal subsystems which aspire to consistence and coherence see (Collins 1997: 60–61).
18 The same concept can even exist in different subdomains and have different meanings in each of them. Concepts like “wilful misconduct” and “negligence”, for instance, are not the same in criminal theory and in civil responsibility theory (Vernengo 1986: 235–236).
An early example of domain-specific conceptual systems is the tripartite division of the law established by Gaius, a Roman jurist of the second century AD.\textsuperscript{19} Three are the main branches of the hierarchy as described in The Institutes of Gaius: persons, things and actions. Each of them is further divided into more specific classes. Persons are divided into free and slave, dependent and independent, in curatorship and in guardianship. Two subclasses span out from persons: freeborn and freedmen. And the latter are further classified into roman citizens, latins and dediticii. The scheme is methodologically followed, giving a systematic exposition of the law that faithfully respects the method of division by genus and differentia (Fig. 2.4).

Another early example of legal classification in private law is found in the Justinian Code, which inherited Gaius scheme. Figure 2.5 shows the classification of the sources of obligations according to the Justinian Code, which follows a quadripartition: Contract, Quasi-contract, Delictus and Quasi delictus.

During the XIXth century legal doctrine and legal theory developed both types of systems of legal concepts, namely, domain specific and more general. Figure 2.6 shows a fragment of Windscheid’s classification of real rights according to private law.

More general systems of legal concepts were developed by several scholars during the XIXth century, which focused on the detailed and logical\textsuperscript{20} analysis of rights and duties trying to provide a formal account of legal discourse and reasoning. The one to provide a complete and detailed framework for such notions and to go down in history for such achievement was Hohfeld (1917), although some other legal scholars had already dealt with those concepts for a while (among which Austin himself (1832), Holmes (1870, 1872 and 1873), Holland (1880), Langdell (1887 and 1900), Salmond (1902), Taylor (1908), Gray (1909)). This trend would die out at the turn of the century due to the shift from the so-called “expository paradigm” (Herget 1990) to the sociological paradigm represented in figures such as Holmes and R. Pound and very well illustrated by Holmes’ momentous phrase: “the life of the law has not been logic: it has been experience” (Holmes 1881).

However, not only legal theory is concerned with the construction of abstract systems of legal concepts. Also scholars working in particular areas of the law often build networks of their concepts and ground them on general theories of the law. For instance frequently civil law works try to link the domain of private law to a

\textsuperscript{19}The use of hierarchies for presenting legal concepts was actually already common before Gaius and there is evidence to believe that it was an influence of Greek philosophical thought on Roman Jurisprudence (Talamanca 1976, Grosso 1976, Gaudemet 1986).

\textsuperscript{20}It has to be noted that that the sense in which the term logical was used in that period differs from its current formal understanding. In late XIXth century legal discourse the adjective “logic” was used to characterise something analytical, clear, ordered, not contradictory, but by no means included a precise reference to the properties of modern symbolic logic as derived from the works of George Boole (1854 Laws of Thought) and Gottlob Frege (1879 Begriffsschrift - usually translated as concept writing or concept notation), among others.
The Legal Theory Perspective

- **Law**
  - Persons
    - Free
      - Freeborn
      - Freedmen
    - Roman citizens
    - Latins
    - Dediticii
  - Slave
    - Independent
    - Dependent
  - In curatorship
  - In guardianship

- **Things**
  - Private
  - Public
    - Corporeal
      - Inheritance
      - Usufruct
      - Servitude
      - Obligations
    - Legal
    - Praetorian
    - Contract
    - Quasi-contract
    - Wrong
    - Quasi-wrong
  - Mancipi
  - Nec mancipi

**Fig. 2.4** Gaius classification of the law

**Fig. 2.5** Classification of the sources of obligations according to the scheme of the Justinian Code
Fig. 2.6  Windscheid’s classification of real rights (Windscheid 1930: 477 ff.)

general theory of the law and this way provide connections between domain specific concepts and more abstract concepts (for instance between contract and legal act; or between parties and legal person) (Fig. 2.7).

The particularity of this scheme is that it provides a comprehensive overview of the categories on which the law operates, reaching therefore a high level of abstraction (for instance the categories of facts or objects), but at the same time a connection remains to concrete categories of very specific domains of the law. The category of financial transactional act, for instance, is directly connected to the concept of contract, which is much more familiar to the practicing lawyer.21

2.4.2 Types of Semantic Relations

A further distinction of systems of legal concepts built by legal doctrine can be made on the basis of the semantic relations linking the concepts of the system. In this sense we can speak of:

(i) Systems of concepts that organise concepts in terms of generality giving place to a vertical ordering from more general to more specific concepts, known as well as classification by genus and differentia. In these systems the relation linking concepts is the inclusion or is-a relation, and

---

21The concept of legal transaction is actually more common in the analysis of legal doctrine than in the domain of practicing law, for it is not regarded as a legal category in various legal orders. On the historical origins and the presence of this category in the various legal systems see (Sacco 2005: 278 ff.).
(ii) Systems of concepts that gather together the elements connected to a particular event regulated by the law, like contract. This last kind of organisation can be called “operational family”, in the sense that the nodes of the conceptual system have a functional role in the particular frame of an event regulated by the law. For instance, in the case of contract, relevant members of the system would be: the requirements (form, agreement, capacity), the effects, the parties, . . .
Both kinds of conceptual systems are highlighted by Cornu (1990: 195 ff). Firstly, an example of conceptual systems organising concepts on the basis of the genus and differentia method of division is the following one (Fig. 2.8):

As to the semantic relations linking the concepts of the structure, they are is-a relations. In this sense, thus, Donateur is-a Disposant-à-titre-gratuit, and Disposant-à-titre-gratuit is-a Disposant.

This kind of semantic links is commonly found in the aforementioned works of conceptual analysis developed during the XIXth century, as the following examples show. Figure 2.9 reports the concept of legal fact as conceptualised by Windscheid and the set of its subtypes, which are linked to it through the inclusion relation so that: private declaration is-a legal fact; passing of time is-a legal fact, and so on.

Similarly, Figure 2.10 shows the conceptualisation of person as presented by Puchta. In this case concepts are structured in various degrees of depth forming hierarchical chains based on the inclusion relation: charitable foundations is-a universitas bonorum; universitas bonorum is-a legal person; legal person is-a person.

Secondly, operational families of legal concepts gather together concepts which are semantically related and form a functional set.

The example presented in Fig. 2.11 includes the central concept of obligation and related concepts like debt, object of the obligation or payment.

In this case the semantic link is not anymore an inclusion relation, but a more complex connection. Payment is not a kind of obligation, but a way of extinguishing the obligation. Neither is the object a kind-of obligation, which can be rather considered the content of the obligation. In general terms, thus, we
could say that the concepts belonging to the group are semantically related, and the specific relations holding between them will vary.

As to the topological structure of the different kinds of conceptual systems according to the semantic relations that unite their concepts, some differences can be highlighted. On the one hand, systems structured around the is-a relation will correspond to a rooted-tree, ideally with a single beginner and with new nodes fanning out from each node (Figs. 2.12 and 2.13).

On the other hand, operational families of concepts, will not necessarily follow the model of a rooted tree, and will acquire more diverse structures. This is due to
the fact that concepts in an operational family are not necessarily related to a single
beginner, but can form looped structures. Indeed, we could say that in the oper-
atal family of Obligation, obligation is semantically related to debt; debt is semantically related to credit, and so on (Figs. 2.14 and 2.15).

Sometimes both types of systems of concepts, namely, is-a systems of concepts
and operational systems of concepts will be mixed. In this case a variety of con-
ceptual structures and semantic relations will be intermingled. In the following
figure, for instance, we can see the operational family of Contract (contract
2.4.3 Other Forms of Conceptual Organisation in Legal Doctrine

It is possible to think, however, of a global organisation of legal contents in which a broader perspective is taken: this would be the case of the branches of law and
legal institutions. At this layer, it is legal norms that are being assembled under a common category because of the subject matter that they regulate, their goals and their underlying values (Renauld 1958: 171–172).

Within the division of the law into different branches, it is necessary to distinguish two issues: on the one hand, the different areas in which the subject matter is divided; on the other hand, the order in which those areas are presented in legal discourse (be it scholarly works or legislative texts). It is natural to think that these two aspects will usually be connected, since from the moment that one starts to think of the different main areas of which the law is composed, it becomes relevant to imagine an ideal order in which those areas are to be presented.

As to the order in which legal materials are organised, there are two possible options: either following the order established by the legislator or introducing a new order that follows some kind of rational organisation. The former is typical of doctrinal works extremely committed to the structure of the original text, whereas the latter is characteristic of systematic expositions of the law, like those of XIXth century German legal scholars.

Among the latter, both Savigny and Windscheid show special concern about the division of the different branches of (private) law and their order of exposition. In the case of Savigny private law is considered to be composed of “family law” (pure and applied), “real rights”, “obligations” and “inheritance law”. Once he has identified these different parts Savigny suggests the order that he considers more suitable for their presentation and he states the need of developing a general part where the common elements to other parts of the law (like legal capacity, modification and extinction of legal relationships, . . .) are assembled (Fig. 2.17):

Windscheid, at his turn, divides private law into: a general part, composed of “of law in general”, “of rights in general”; and a special part containing “law of property” and “family law”. The first part deals with legal principles applicable to legal norms and to all types of rights, whereas the second part presents firstly, “law of property”, which is successively divided into “legal relationships over things”; “legal relationships between persons (obligations), and “inheritance”; and, secondly “family law” (Fig. 2.18).

Aside from the noteworthy similarities between the two plans of organisation of the law (they clearly share some categories: <Family law>, <inheritance law>, <obligations> and the prevision of a general part) it is important to highlight the differences between these structures and the models of legal concepts presented in the previous sections. Whereas in the former categories refer to subject matters or broad topics (for instance, <family law>), in the latter, categories refer to legal objects with
regard to which normative assertions can be made (Ex: <natural person>, “a natural person shall be liable for negligence”).

This leads us to an interesting observation with regard to the idea of “legal classification”, namely, that it is an ambiguous notion for it us used to refer either to the classification of legal objects (concepts), or of thematic areas of the law. This ambivalence of the concept of classification was already noticed by Pound (1924: 940–941), who pointed to the existing confusion in some doctrinal works, where authors move in their classifications, from one level to another.

A mixture of classification of concepts and subject matter can be observed for instance in Holmes’ classification of duties,22 where some branches of the law are attached as subclasses to some of the types of duties, for instance, the “law of prize”, or “criminal law” as subclasses of -duties of all the world- to the sovereign-, even if, clearly, “criminal law” is not a kind of duty, but a subject matter in which duties will be established by the legislator (Fig. 2.19).

As to the topological structure of this kind of conceptual system it corresponds to a rooted-tree, ideally with a single beginner and with new nodes fanning out from each node. In this sense, thus, it is quite similar to the informational structure of taxonomical is-a systems of concepts. Nevertheless, an important difference exists, since in this case the topological structure does not represent a completely consistent semantic architecture. In other words, the structural links do not stand in all cases for the same semantic relation (since, for instance, even if they are structurally placed in a similar way, “criminal law” and “contract” are not linked though the same semantic relation to the superclass Duties).

---

22One of the peculiarities of Holmes classification is the shift of perspective, for he tried to solve the problems in Austin’s taxonomy by suggesting a classification of the law on the basis of duties instead of rights (Kellogg 1984: 6; Kellogg 2007: 67).
Duties

<Of all the world>
<Of the sovereign>
<Law of prize>
<Military service>
<Criminal law>
<To all the world>
<Law of libel and slander – civil actions->
<Injuries to the person – false imprisonment, ...>
<Some nuisances?>
<Fraud independent of contract or special relations>
<To persons in particular situations or relations – some of them special applications of <To all the world>>
<Law of offices- corporations>
<Monopolies – patent rights,...>
<Possession>
<Ownership. Easement. Rent?
<Contract>
<Domestic relations>

<Of persons in particular situations or relations>
<Of the sovereign>
<of officers – impeachment,...>
<eminent domain>
<taxes on property>
<To all the world – some are special applications of <To all the world>>
<Corporations>
<Duties of landowners to not make nuisances on their land,
<To persons in particular situations or relations – including more special applications of <to all the world> and <to persons in particular situations or relations>>
<Members of corporation to each other>
<Landlord and tenant,...>
<Trustee and cestue que trust>
<Contractor and contractee>
<Master and servant>
<Guardian and ward...>

Fig. 2.19 Holmes’ classification 1872 (Source: Herget 1990)  

2.5 A Mapping Between Doctrinal Conceptual Structures and Computational Ontologies

On the basis of the considerations made in previous sections, some conclusions may be drawn:

Firstly, there is a general topological correspondence between doctrinal conceptual structures and computational ontologies. Both are based on a taxonomic or is-a structure with further semantic cross-references that create more complex networks of concepts.
Secondly, in terms of reusability, special attention has to be paid to peculiar structures found in legal doctrine. On the one hand, sometimes legal classification refers to topics or thematic areas (the so-called “branches of the law”) instead of referring to legal objects. On the other hand, sometimes legal classification mixes both “branches of the law” and legal objects. When translated into computational ontologies a clear distinction should be made between both, either creating different ontologies (one for topics and the other for entities) or creating a superclass Topic or Legal_Topic for the branches of the law, and another one for Concept/Legal_Concept.

Thirdly, with regard to semantic types of relations, conceptual models of legal theory foresee not only is-a or inclusion semantic relations, but as well functional groups of concepts where semantic links can be of different types and can for looped structures. In this line, the relevance of frame-based structures of legal concepts has been acknowledged in the representation of legal knowledge. Framenet models for the law are thus already under development as a complement to legal ontologies (Venturi et al. 2009, Agnoloni et al. 2009).

Fourthly, if we now make a comparison of (i) the systems of legal concepts based on the semantic relation is-a and (ii) operational systems of legal concepts in terms of their suitability for being translated into a formal ontology, several observations can be made:

- the is-a are easy to transform, the operational systems of legal concepts are not;
  - the reason is that the is-a can be directly represented in the languages for the formal representation of concepts (such as OWL), as an inclusion relation linking a class and its sub-class. Nevertheless it is important to note that not all the sub-classes identified in a doctrinal classification will be formalised as subclasses in an ontology; some of them might, for instance, be roles instead of entities, 23 such as in the case of citizen or free with regard to the class person.

- in the case of operational systems of legal concepts it is not clear how to repre- sent logically the relations linking concepts: what is the logical relation between contract and parties? Or between contract and form? It is clearly not an inclusion relation since, for instance, the parties are not a kind of contract, neither are the requirements for the contract to be valid. However, could the relation linking the requirements of a contract with the contract itself be considered a meronymic or part-of relation? Certainly not if we consider the meronymic relation as referring to a material or physical part, but in a wider sense of the notion of part such a conceptualisation might be possible. Indeed, if one understands the parthood relation as one in which a simpler event is part of a more complex event (see Varzi 2003), one could see the event of manifesting one’s agreement through a specific form as an event that is part of the more general event of making a contract.

---

23The semantics of the is-a link has been an early topic of concern (Brachman 1983). See Guarino and Welty (2000, 2001) on the need of ontologically well-founded is-a links, based on philosophical criteria such as the notions of identity, unity, essence and dependence.
The ontological formalisation of an operational family of legal concepts requires indeed a much more elaborated analysis as it will be shown in the following example, where various classes of a foundational ontology (DOLCE\textsuperscript{24}) are involved in the conceptualisation of a set of legal concepts. Let us imagine the operational family corresponding to the concept \textit{Contract}. This set of concepts would include, besides \textit{Contract}, other concepts that are traditionally regarded by doctrine as its requirements: agreement of the parties, object, cause and form.

There is a basic distinction in DOLCE that is useful for our purpose, namely, the distinction between \textit{endurants} and \textit{perdurants}. Endurants are entities that are wholly present at any time of their existence, that are \textit{in} time, whereas perdurants are entities that \textit{happen} in time, that is, that extend in time by accumulating different temporal parts (Masolo et al. 2003). On the one hand, the only possible relation between endurants and perdurants foreseen by DOLCE is the participation relation: endurants participate in perdurants. On the other hand, perdurants can be related to each other by the \textit{parthood} relation, that is, a perdurant can be part of another perdurant.

From the perspective of legal doctrine, \textit{contract} can be understood either as a legal act performed by the parties with the intention of producing certain effects, or as a set of normative specifications (\textit{lex contractus}) that the parties accept.\textsuperscript{25} For instance a sale contract may be viewed either as an event involving the parties (the event consisting in one party making an offer and the other accepting it) or as the normative regulation the parties state and intend to achieve (good \textit{g} is transferred from party \textit{a} to party \textit{b}, party \textit{b} has the obligation to pay the price \textit{p}, etc.). There is also a third meaning in which the term “contract” is used to denote the document (the sheet of paper or the electronic file) which reports the statements of the parties.

If we follow the first option and we consider that \textit{contract} is a legal act, we could define it ontologically as follows:

\textbf{Contract}: It is a perdurant. It can be seen as an event that has a certain extension in time.

\textbf{Agreement}: It is a perdurant as well. It consists of the action performed by the parties of declaring their will, so we have two declarations of will, understood as speech acts (Declaration 1 + Declaration 2), the contents of which are compatible.

\textbf{Agreement is part of Contract}.

\textbf{Parties (Party 1 + Party 2)}: They are endurants.

\textbf{Content of the declaration of will on which the agreement is based}, that is, the norms accepted by the parties: It is an endurant. A non-agentive social object.

\textbf{Form}: The requirement of the form has to be understood as a requirement that the declaration of will takes a certain form. It might be a requirement of written

\textsuperscript{24}Descriptive Ontology for Linguistic and Cognitive Engineering (Masolo et al. 2003).

\textsuperscript{25}The distinction between contract as an act and contract as a norm was introduced by Kelsen (Díez-Picazo, Gullón 2001: 29).
Fig. 2.20 Taxonomy of DOLCE top classes (Masolo et al. 2003: 14), showing the classes endurant and perdurant used to conceptualise the operational family of contract

form, or may consist, for instance, in the fact that the act is performed in front of a notary. Form could thus be understood as a property of the perdurant agreement.

Object: The object is an endurant to which the declaration of will refers. It can be a non-agentive physical object (such as a house in a contract of sale) or a non-agentive social object (like a right in a contract whereby the right of publication is sold) (Fig. 2.20).

Finally, in order to have effects it is required that the obligation arising from the contract has a Cause. This is a controversial concept, but let us consider the doctrinal approach according to which the cause of a contract consists in the shared goals that motivate the parties into performing the contract. This could be therefore characterised as a perdurant, more specifically a State of the party by which she has certain goals. These goals have to be licit and moral. Since it is difficult for the judge to know what are the internal goals of the parties, sometimes for each kind of contract a generic goal will be assumed. For instance, in the case of sale, the goal will be “acquiring/transfering the property over the thing”, in the tenancy agreement the goal will be “having/giving the legal right to the use of the thing”.

The Cause can then be formalised as a perdurant (of the type cognitive-State) previous or at least simultaneous to the agreement (Fig. 2.21).

2.6 Conclusions and Further Work

The main conclusion to draw on the basis of the previous observations is that legal theory and legal doctrine represent a precious intellectual capital with considerable potentialities in the development of computable legal ontologies.
The analysis of the topological and semantic characteristics of systems of legal concepts developed throughout the history of legal thought provides evidence for tracing some intellectual roots of legal ontology-building back to the history of legal thought. Indeed, similarities in the task of conceptual analysis performed by legal scholars and the type of conceptual modelling required by ontology engineering indicate that the former can provide fruitful insights to the latter. Nevertheless, as certain particularities of legal classifications previously shown indicate, reuse of doctrinal constructions is feasible only provided that their underlying formal structure is carefully analysed in order to translate it into appropriate logical-ontological forms, avoiding thus confusion between levels (concept vs. topic areas) and semantic relations (taxonomic vs. other types of semantic relations).
A hypothesis to be studied in further work is that systems of concepts provided by legal doctrine might be specially helpful for the construction of core legal ontologies, namely, ontologies providing general legal concepts, being used in different areas of the law. In fact, there are relatively few general legal concepts, which are often precisely characterised, so that their content can be expressed through the formal languages of computational ontologies. Furthermore, linking the concepts of a core legal ontology to doctrinal constructions would clarify the legal presuppositions determining certain choices in ontological modelling (ontological commitments). Finally, a core legal ontology would gain a high degree of justification, legitimacy and appeal, if it could be shown that it corresponds to systems of concepts used in legal doctrine, by leading authors.

In domain ontologies, concerned with the concepts peculiar to particular areas of the law, the reuse of doctrinal constructions might have disadvantages if compared to semi-automatic building approaches based on NLP techniques applied to big corpora of legal texts. Firstly, because the number of concepts required by domain ontologies is usually higher than in core legal ontologies and, secondly, because usually systems of domain legal concepts built by doctrine are not very well specified and consequently their translation into formal languages becomes more difficult. Nevertheless, domain ontologies can draw inspiration from doctrinal constructions in order to structure and disambiguate lexical units extracted in a bottom-up fashion from big corpora.

Further inquiries will deal with the conceptual networks emerging from doctrinal works by applying the graph theoretic modelling paradigm, in order to see to which extent new conceptual graphs not subject to any hermeneutic external control arise. This could promote new analytical approaches to the traditional readings of legal doctrine and further enrich legal ontological models.
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3.1 Introduction: Wrestling with the Angel

Dealing with data is far from easy. The definition of objects, measures and research processes have to be added to the problem of knowledge representation. There is at present a great deal of methodologies for ontology building. DOGMA, KACTUS, METHONTOLOGY, TOVE or DILIGENT, are well-known approaches to ontology engineering. All of them use to distinguish analytically types of activities, and phases or successive stages in the building process. METHONTOLOGY, e.g., includes the identification of the ontology development process, a lifecycle based on evolving prototypes, and techniques to carry out each of the management, development-oriented, and support activities (Gómez-Pérez et al. 2003: 125). DILIGENT separates as well these three types of distinct activities: ontology management, ontology development activities, an ontology support activities (Sure et al. 2006: 173).

Those are useful guidelines. However, as we have already stated (Casanovas et al. 2009), if ontology building is to be considered not only as an engineering process, but as a process of knowledge integrated in a wider field of research, sometimes these successive stages tend to be blurred into the dynamics of field research and the knowledge acquisition process.

We think that this is a difficult problem, because ontology-building is a complex process, which can require ongoing knowledge acquisition efforts. Therefore, lifecycles follow other patterns which may not be predicted in advance. At least, this has been our experience when conducting social science research on legal behavior and legal knowledge. Moreover, legal knowledge is dynamic. Therefore, grounding empirically the legal knowledge to be modeled through ontologies is also an evolving and ongoing process.
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This is not new. Experts systems faced a similar problem regarding the representation of common knowledge. Ed Feigenbaum called it the “knowledge acquisition bottleneck problem” (1977), and later on, “wrestling with the angel” (1992). Reflecting on their own experience, Forsyth and Buchanan (1989) suggested going beyond the traditional engineering methods and following the eliciting techniques of ethnomethodology and qualitative sociology.

More recently, ethnography has been seriously considered as a starting point. The assumption is that shared and implicit knowledge can be reassumed in patterns of cooperative interaction elicited by researchers to model and design computing e-government tools (Martin et al. 2002). These patterns consist of examples of similar social phenomena that serve as resources for defining, generalizing and reusing design concepts (e.g. “telling a story about the workplace”), and they complement findings of field research. They may be defined as “regularities in the organisation of work, activity, and interaction among participants, and with, through, and around artefacts” (Martin and Sommerville 2004: 59).

In the Pragma-dialectics field, a similar ethnographic trend has been adopted by Jackson (1989) and Jacobs (2002) to produce detailed accounts on interactions in mediation processes. They reconstruct the collaborative design of the disagreement space. “We do not take the central problem of pragmatics to be how communicators assign functional meaning to specific messages or disambiguate speaker intention, but how is that people mutually negotiate social activity with language and thus participate in everyday life” (Aakhus and Aldrich 2002).

Common language, tacit and implicit knowledge, and the content of shared experiences and routines in everyday life seem to be the problems to be tackled before modeling. In this chapter, we will summarize the lessons learned in the construction of the ontology of IURISERVICE, an intelligent FAQ for judges in their first appointment. We could have taken other examples as well, stemming from other projects—the NEURONA (Casellas et al. 2009), E-SENTENCIAS (Casanovas et al. 2009) or ONTOMEDIA (Poblet et al. 2009) ontologies—. But, for the sake of synthesis, we will concentrate only on a single one, just to widen up the field in the last section.

In Section 3.2 we will define the socio-legal approach, including the conceptual problems of the sources and the boundaries of the legal domain. In Section 3.3, we will introduce the construction process of IURISERVICE. We will conclude by redefining the social-legal approach in Section 3.4.

3.2 The Socio-Legal Approach: Pluralism and Legal Culture

Legal scholars use to identify many sources of law. Discourses, rules, acts, events or documents are considered to be legal. Law and non-law are split up according to several criteria of identification or validity. Legal material, then, is classified according to the validity of the source, and according to three main positions—monism (normative positivism), dualism (facts/norms), and pluralism (plurality of legal sources).
3.2.1 Legal Pluralism

Typically, socio-legal scholars embrace a pluralist perspective and, following the first legal realism, they do not refer to a validity criterion or a validity rule to describe norms or rules as social artifacts.\(^1\) They refer to law as a “political arena”, “legal field”, “political domain”, “power construction” or “professional field”.\(^2\) This is a heritage from legal realism as well: what lawyers do (or what legal academics do)—as Trubek, Dézalay, Buchanan or Garth put it—reflects “what judges do” or “what officers do”, the old mottos by Holmes and Llewellyn.

From this behavioral perspective, there are actually many legal pluralisms based on multiple regulatory forms referring to a plurality of aspects, according to different authors. Very broadly: (i) negotiations on rules, norms and rights; (ii) mechanisms stemming from different legal orders (especially in post-colonial states); (iii) selection of different jurisprudential places and procedural subjects (forum shopping); (iv) selection of different legal systems or norms (répertoire normatif du juge); (v) non-legal sources vs. legal sources (grounded on the state); (vi) increasing complexity of transnational orders and structures; (vii) semi-autonomous social fields (social ordered organisms or institutions) in industrial societies; (viii) differential regulations depending on class, race or gender; (ix) dialogue among cultures to grasp the different symbolic feature of regulations; (x) self-organizational or self-regulatory social or normative systems or sub-systems; (xi) implicit cultural models producing some social or institutional effects; (xii) folk models of law, institutions and rights.\(^3\)

All these objects and aspects lead to different social approaches and methodologies too, opposed to the normative, deontic or “formalistic” methods of legal philosophy. During the twentieth century, this relationship has been sometimes difficult.\(^4\) Law is not conceived as “a mirror of society that functions to maintain legal order” (Tamanaha 2001: ix).

However, from the technological point of view, monism and pluralism face similar problems. Legal knowledge representation, legal knowledge acquisition, and modelization have to be faced independently of which conception of law has been chosen.

Measures are another common problem. Ontology construction requires some kind of control of the different versions and steps of the process, and decisions have to be made at each step. There are no “task neutral ontologies” (Bench-Capon 2001). This means that, even for pluralists, some conception of law and regulation is always implemented. And, in the other way round, perhaps legal theory scholars

---

\(^1\)See Friedman et al. (1995), and Abel (1995) for consistent readings on the field.

\(^2\)The legal field is defined, e.g., as “the ensemble of institutions and practices through which law is produced, interpreted, and incorporated into social decision-making. Thus, the field includes legal professionals, judges, and the legal academy.” (Trubek et al. 1994: 411)

\(^3\)See for a summary of different kinds of pluralism, Casanovas (2002).

have a natural trend to take ontology exclusively in a philosophical or pure conceptual sense,\(^5\) without taking into account that the whole lifecycle comprehends usability and other tests of prototypes with potential and end users.\(^6\) It is not clear yet how regulatory ontologies (ontologies on rules, norms and rights) rely on legal theory or socio-legal studies.

Besides, from an empirical point of view, there is a preliminary problem before any modelization takes place. What does “legal data” mean? How is the construction of legal data to be solved?

### 3.2.2 Legal Culture

Both legal scholars and computer scientists tend to use a conceptual intuitive starting point. Documents—as such documents—are selected according to their value as a legal source: laws and regulations, judgments and other judicial decisions, the discourse of the doctrine and jurisprudence and legal theory (Tiscornia 2005).\(^7\) Peczenik’s late theory, e.g., even points out to coherentism, adapting philosophy and reason to legal theory (rather than the reverse way). Therefore, scientia juris constitutes a privileged and entirely conceptual approach to legal documents (Peczenik 2000). Law supervenes as a “qualia”, allowing their separation from other kind of non-legal ones (e.g. preparatory drafts, opinions etc. . . ).\(^8\) Still, this is the Puchta and Jhering way of dealing with legal concepts.

Socio-legal scholars take another perspective: some legal data (and metadata) are required to compare legal systems. This is called the legal culture perspective: legal knowledge is not to be inferred (or deduced) from the construction of a legal theory, but it is abductively or inductively operated through functional or professional practices that can be described and measured.

Legal culture means “the cluster of attitudes, ideas, expectations and values that people hold with regard to their legal system, legal institutions, and legal rules” (Pérez-Perdomo and Friedman 2003: 2). Since Friedman (1975), following Almond and Verba’s related work on “political culture” (Almond and Verba 1963), “internal legal culture” (the culture of lawyers and jurists) may be distinguished from “external legal culture” (users, citizens, laymen . . ).

---

\(^5\)“What does exist and what can exist? What is the essence of things, and what the conditions of their existence?” (McCormick 1991: vii).

\(^6\)See the conception of “top ontology” developed by Hage and Verheij (1999).

\(^7\)See Fernández-Barrera and Sartor (2010), Chapter 2, this volume, for a discussion of this perspective and the link between classical legal philosophy and the construction of legal-core ontologies.

\(^8\)“What is law? That is, what are the criteria of law? […] Law is a complex of interrelated components. Two kinds of component occupy a central position in this complex: norms and actions. There are also secondary components, that is, on the one hand, the legal values that justify and explain the norms and, on the other, the mental processes connected with our actions. Legal norms make up a system, and much theoretical literature deals with its structure […]” (Peckzenik 2005: 92–93).
Blankenburg (1991, 1997) refined these concepts by introducing indicators on “law in the polls”, “law in the minds”, “law as body of laws”, and “law as institutional fact”. Thus, there are patterns of legal cultures (ibid. 1997), according to which cultures can be described as “litigation prone” (like USA, Germany and France) or “avoiding litigation cultures” (like Japan or the Netherlands): “legal behavior is determined by institutional supply rather than by popular demand” (ibid. 1997: 31). Professional behavior, litigation, the number of lawyers and judges, and legal beliefs are causally correlated and they can be statistically measured through social indicators.  

This kind of approach offers a quite detailed picture of the legal contexts and scenarios in which cognitive processes of memory, intention, planning and reasoning may take place. Before starting modeling processes and ontology building, it seems reasonable gathering as much data as possible about the actual functioning of institutional behavior. However, this kind of data does not bridge by itself the gap between the normative approach and the social one.

As we will show in the next section, legal professional knowledge can be elicited and built up following complementary methodological trends aiming at obtaining accurate records of practices, routines, cases and (individual and collective) memories. The socio-legal approach turns out to be a hybrid, selective approach that uses different combinations of qualitative and quantitative methodologies according to the problems to be solved, the concrete objectives to be achieved, and the type of ontology that the technological system requires.

3.3 An Ontology-Enhanced Decision Support System for Judges: IURISERVICE

In this section we will briefly describe the methodological approach for the design of the IURISERVICE system, and the process of construction of the Ontology of Professional Judicial Knowledge (OPJK), a legal professional ontology grounded on empirical data and expert knowledge. The IURISERVICE application was designed to provide Spanish judges in their first appointment with on-line access to an FAQ (Frequently Asked Questions) system, which contains a repository of practical questions (problems) with their corresponding answers. The aim of the system was to discover the best semantic match between the user’s question [input question] (formulated in natural language) and a stored question, so as to offer an answer that satisfied the user. Time and accuracy were critical issues and, to that end,
the main research had been based on the possibility of modelling the legal professional knowledge contained in the repository of questions through the use of ontologies. In order to find the question-answer pair that best matches the input question, the system was enhanced with the OPJK ontology and semantic distance calculation.

It is worthwhile to emphasize here that technical work was embedded since 2001 into a larger research on judges and the judiciary in Spain. This research started with the Observatory of Judicial Culture, and was followed up in the subsequent years by several national and international projects. In all of them, the pragmatic focus was the structuring of practices and procedures of the judicial culture: how judicial professional knowledge is produced, shared and organized through formal and informal means (Poblet and Casanovas 2005). In this approach, the implication of judges and magistrates themselves turned out to be crucial. But, as we will see, judges are not researchers. Thus, relying on a user-centered approach has undoubtedly positive effects on technology construction, but it has to be mentioned too that a higher level of uncertainty on the final result has to be assumed as well.

### 3.3.1 Empirical-Based Design and Knowledge Acquisition

The need for the IURISERVICE system and its initial design was established as a result of a thorough ethnographic survey carried out with the collaboration of the Spanish General Countrycil of the Judiciary. The Spanish Young Judges survey was conducted during 2002, it involved five Spanish Universities, and its main objective was to gather information towards the implementation of a support network for judges.

In-depth interviews were made by judges still in training to a set of 129 judges with less than 4 years of experience, out of the total set of 352 young judges who had completed their studies at the Spanish School of the Judiciary from 1997 to 1999 and occupied at the time their first appointment. The questionnaire was designed by senior judges of the Spanish School of the Judiciary, experts of the Documentation Office and team members of the research group. To perform a comparative analysis a set of 139 senior judges was selected.

---

11See the Acknowledgments section.

12“The practical implication of cognitive apprenticeship is to refocus instructional research on the design process itself: We should design computer systems in partnership with students, teachers, and practitioners in the context of use, so we can produce programs that people can afford and want to use, that promote creativity, and that relate in an honest, pragmatic way to everyday life” (Clancey 1992: 139).

13Detailed information regarding this survey can be found at Ayuso et al. (2003) and Álvarez et al. (2005). Also Casanovas et al. (2004) includes some references to the data.

14Universitat Autònoma de Barcelona (UAB), Universitat de Barcelona (UB), Universitat Politècnica de Catalunya (UPC), Universidad de León, and Universidad de Burgos.
### Table 3.1 Questionnaire for the 2002 survey

<table>
<thead>
<tr>
<th>Domains</th>
<th>Number of questions</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training evaluation</td>
<td>18 closed questions and 3 open-ended questions</td>
<td>What is your opinion about the education received at the Law School? What is your opinion regarding the current system of access to the profession? What changes do you suggest in the training at the Spanish School of the Judiciary? Have you used the on-line continuous training system of the CGPJ?</td>
</tr>
<tr>
<td>Professional activity</td>
<td>13 closed questions and 16 open-ended questions</td>
<td>What was the most complex professional problem that you had during the first 3 months of appointment? Do you comment your cases if complex with other peers? Do you use Internet?</td>
</tr>
<tr>
<td>CENDOJ services</td>
<td>5 closed questions</td>
<td>Do you use the personal attention service of CENDOJ? Do you use legal databases?</td>
</tr>
<tr>
<td>Relationships</td>
<td>26 closed questions and 4 open-ended questions</td>
<td>Do you think that people are right when they say that “Justice is very slow”? Do you keep professional relationships with judges from your own class?</td>
</tr>
<tr>
<td>Comments on the profession</td>
<td>7 closed questions and 3 open-ended questions</td>
<td>What do you think it is a “good judge”? Why did you become a judge? Do you take your work home?</td>
</tr>
</tbody>
</table>

The questionnaire contained both open-ended and closed questions tackling several areas. Table 3.1 below includes some of the questions included in the questionnaire, adapted from Ayuso et al. (2003) and Álvarez et al. (2005).

Some of the results provided some insight towards which problems could a system for judges in their first appointment offer support. The analysis of the open-ended question “Explain the two most important doubts that you had during the first 3 months as a judge”, reported that their questions referred to mostly to the on-call period [guardia] (Benjamins et al. 2005). During that period, usually a week per month, the judge must be available 24 h a day for any case that reaches the judicial office.

Thus, this on-call period doubts seem to refer mostly to practical situations regarding, for example, who is to keep the belongings of a detainee or a corpse? Or what is to be done when the prosecutor or the coroner does not attend an appointment? These on-call problems did not appear in the responses of the interviewed senior judges, suggesting that this type of knowledge was probably acquired with the day-to-day practice of the profession. Accordingly, the theoretical training that applicants endure to access judicial appointments does not contain this more ’practical’ knowledge; neither does the training at the Spanish School of the Judiciary. This is also consistent with the findings of the survey regarding the changes proposed to the training received in the Spanish Judicial School at Barcelona: judges in their first appointment suggested educational changes towards offering a more practical teaching approach rather than the focus on theoretical study (Ayuso et al. 2003).
This, together with the fact that most judges in their first appointment declared to comment with peers (especially more experienced peers) their cases frequently (11.8%) or sometimes (72.7%), was thought to provide a ground for such a support system. Problems regarding on-call situations at late hours were difficult to consult or comment with others and access to a Frequently-Asked Questions (FAQ) repository containing this type of material could be of use, especially during the first months of appointment.

From the experience of this previous Spanish Young Judges survey, a further questionnaire and ethnographic campaign were designed, and performed during 2004. One Hundred and twenty-four newly appointed judges around Spain conformed the sample (from a total of 248 judges of the 52th Class), and the semi-structured interviews were entirely carried out by the research team of the Institute of Law and Technology at the Universitat Autònoma de Barcelona (UAB). The new questionnaire was also organized in 5 sections, concerning professional training, professional activity, professional relationships, quality of life, and personal data. This time, the questionnaire contained some of the 2002 questions, together with questions directed towards gathering information on the requirements that a would-be system ought to have. Information regarding complex cases in civil or criminal law was included again, together with the inquiry regarding their comments with peers about the cases, and the use of Internet. However, new questions such as, “Could you explain specific doubts or problems that came up during the on-call period?”, “What kind of professional information do you usually look for in the Web?”, and “What would you expect from a web service/software that would provide professional assistance to judges?” were added.

According to the findings presented in Vallbé (2009) (initially analysed in Casanovas et al. (2004)), the use of the Internet was widespread among the interviewed judges, and the information search was mostly job-related, being the official websites (official legislative publications, the judicial power website, etc.) the sites most visited. Computer skills were generally at user level, and mainly regarding the use of text processors, databases and e-mail. The majority of interviewees also desired a system that could solve “doubts”, although “corporate information”, “judges’ forum” and “doctrine” were also considered issues that a system could also offer.15 Finally, in this survey, the interviewed judges were also asked to provide a list of problems (in the form of questions) that they had faced during their first appointment.

Moreover, different text-based analyses on junior judges’ responses were carried out in order to verify the practical nature of these on-call problems and the domain for legal professional knowledge acquisition. In effect, through the combination of simple term-frequency lists, text-mining techniques, and text multivariate statistics—e.g., correspondence analysis—on judges’ responses, it was concluded that the relevant terms used by judges pointed to actual references in the judicial

15The most up-to-date analysis of the data is contained in Vallbé (2009), although more information regarding the data and the results may be found in Casanovas et al. (2004, 2005).
world, in the sense that these terms did not point to abstract instances such as justice, good or evil, but to instances that have a representation in the world, whether they be particular actors (e.g., forensic doctor) or actions (e.g., arresting a person). 16

Figure 3.1 maps the correlation of a cluster of terms referring to a typical problem arisen during on-call services, namely conflicts regarding domestic violence. In it we can firstly observe the central role played by the terms violencia [violence], orden [order, injunction], and mujer which may be interpreted as representing three different dimensions of those situations. These analyses led us to the conclusion that problems junior judges do face when on call may be regarded as being of a behavioral, practical nature.

Therefore, the conceptualization process of the Ontology of Professional Judicial Knowledge was based on this conclusion and on this previous and careful knowledge acquisition stage, which comprehended the acquisition of the list of questions and the treatment of this corpus in order to obtain the relevant terminology related to practical problems faced by judges in their first appointment, through term extraction and ontology learning from the corpus of questions—problems—faced by judges. The treatment of the corpus and the extraction of relevant terms was preceeded by the establishment of the ontological requirements—including competency questions, other knowledge sources such as materials used by judges

16Correlations among terms are based on similarity measures between objects within a dissimilar-
ity matrix (Feinerer 2008). The search for correlations is carried out in the vector space computing the cosine between vectors interpreted as the normalized correlation coefficient (Manning and Schütze 1999)—with values between 0 and 1.
for their knowledge acquisition process: course syllabus, legislation, and doctrine, the study of existing legal ontologies towards reuse, etc. Detailed information regarding this process may be found at Casellas (2008).

The methodological steps recommended by most ontology development methodologies (Noy and McGuinness 2001; Sure 2003; Gómez-Pérez et al. 2003) and knowledge acquisition techniques (Schreiber et al. 1999; Sure 2003; Milton 2007) were followed and accounted for: (1) preparatory phase (specification of ontology requirements), (2) development phase (knowledge acquisition—experts, documents, reuse—, conceptualization—classes, relations, properties, instances—, validation and formalization), and (3) evaluation phase.

3.3.2 The Ontology of Professional Judicial Knowledge

The lists of questions gathered from these interviews provided the input list of questions for the system and, together with the answers that senior judges of the Spanish School of the Judiciary gave to these questions, they conform the repository of the system. As the aim of the system was to discover the best semantic match between the user’s question or input question (formulated in natural language) and a stored question, so as to offer an answer that satisfies the user, the ontology to be developed was to provide better search capabilities than the mere keyword search and to be designed towards semantic indexing and search. This ontology, therefore, ought to represent the relevant concepts related to the problems that take place during the on-call period, the knowledge contained in the list of questions.

This main corpus for judicial professional knowledge modelling, which was acquired through semi-structured interviews, is constituted by nearly 800 practical questions formulated by the newly recruited judges. The interviews were recorded by the team of researchers, with the consent of the judges involved. Later, the recorded interviews were transcribed by the team. This corpus, the set of questions, contains the professional judicial knowledge gathered during daily practice at courts and constituted the repository of the application. The questions contain mainly problems or doubts arisen during the on-call period, although they also include other complex cases that junior judges had to face during their first year of practice. As an example,

- A doctor phoned to inform of someone who is not quite well and that would require internment (confinement). He asks for a court order on the phone. Can I grant it?
- Police is asking for a search warrant to enter a property to unblock a drainpipe, as the owner does not let them in. Should I grant that warrant?
- What is to be done if, while on-call, a corpse removal needs to be performed and there is not forensic doctor available?

Several tools were used in order to extract information regarding subdomains of knowledge and relevant terms of those domains, included in the questions.
Correlations shown in Fig. 3.1, together with results from ALCESTE and OntoGen supplied subdomain information. Also TextToOnto, Text2Onto, AntConc, and Yoshikoder were used as tools to support term and ontology extraction.

For example, in order to gain some more insight towards the general contents of these questions, ONTOGEN was used on the corpus of questions to suggest concepts and relations, while the instances of those concepts were the questions themselves. This semi-automatic classification of the questions into different concepts (or topics) produced the following main topics: Oficina_Judicial [court office], Violencia_Domestica [gender violence], Extranjeria [immigration], Proceso [process], and Familia [family]. A total of 17 classes (root, main topics and subtopics) were semi-automatically learnt by the OntoGen tool (see, for example, Table 3.2). This topic ontology (Question Topic Ontology) was used to support question classification within the IURISERVICE system. See, for more details, Blázquez et al. (2005) and Casellas et al. (2007).

Regarding relevant terminology, Yoshikoder and AntConc offered the initial list of 477 terms (later extended to include more than 900 terms), which supplied the initial terminological knowledge for term grouping, conceptual modelling and ontology formalization. This initial knowledge acquisition and grouping was informally validated by legal experts. 17

Once the conceptual extractions were performed and as much information as possible was acquired on the corpus of questions, we proceeded at grouping and organizing the concepts in a taxonomy, taking into account the content of the corpus of questions (practical problems), the context of the questions (the judicial setting) together with background theoretical knowledge acquired during the training period of judges (from academic textbooks, legislation and examination and training course syllabuses), the established competency questions, and the insights provided by the analysis of several upper and core ontologies Casellas (2008).

17With Yoshikoder, the analysis of the document containing the full set of questions obtained an initial list 1,998 terms for the lemmatized text. To gather an initial more manageable set of terms, a threshold of 5 occurrences was established, 452 terms were obtained. AntConc obtained a similar list with 455 terms. The 455 list of terms from the AntConc analysis on the lemmatized corpus was manually revised to offer a first working set of terms, including a revision on multiple terms (N+Adj, N+prep+N, and N+prep+N+Adj forms).

---

### Table 3.2 QTO topic and subtopic classification

<table>
<thead>
<tr>
<th>Topic</th>
<th>Subtopics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process</td>
<td>Competence conflicts, enforcement proceeding, quick trial, comision rogatoria</td>
</tr>
<tr>
<td>Judicial office</td>
<td>Public prosecution, hearing video recording</td>
</tr>
<tr>
<td>Gender violence</td>
<td>Restraining order</td>
</tr>
<tr>
<td>Immigration</td>
<td>Expulsion and extradition</td>
</tr>
<tr>
<td>Family</td>
<td>Internment and incapacitation, autopsy and corpse removal, minors</td>
</tr>
</tbody>
</table>
Finally, the taxonomical structure was formalized in OWL using the Protégé ontology editor to allow future reuse or enrichment.\textsuperscript{18} Two versions of OPJK, regarding their computational complexity, have been produced in order to facilitate computation capabilities and to obtain significant technical evaluation results in the future.

OPJK version 1.0 includes 74 classes, 73 \texttt{rdfs:subClassOf} relations and 912 instances, together with a total of 31 \texttt{owl:ObjectProperty} axioms (14 \texttt{owl:subPropertyOf} and 15 \texttt{owl:inverseOf}), 1 transitive and 1 functional \texttt{owl:ObjectProperty}. OPJK version 2.0 includes, as well, 1 \texttt{owl:equivalentClass} and 75 \texttt{owl:disjointWith} axioms, around 100 multiple class instantiation constructs, and, finally, 53 \texttt{owl:sameAs} axioms (Fig. 3.2).\textsuperscript{19}

### 3.3.3 User-Centered Approach: Expert Involvement

Evaluation activities, both during conceptualization and after formalization were central to the development of the Ontology of Professional Judicial Knowledge. The participation and consultation of legal experts (academics, magistrates and lawyers), to validate the knowledge extracted, the modeling decisions taken, and the final OPJK ontology was key. There are different moments and levels of involvement of experts in the development process of the ontology. First, as explained above, the research team gathered the knowledge that constituted the corpus during the interviews with judges in their first appointment. Second, a first validation regarding the grouping of terms was performed with experts and, finally, the formalized ontology was evaluated by experts and refined accordingly. Moreover, usability and field tests were conducted.

Regarding validation, difficult and complex modeling decisions were discussed with the team of domain experts and ontology engineers, prior to formalization. We already explained that Yoshikoder and AntConc offered the initial list of 477 terms, which supplied the initial terminological knowledge for term grouping, conceptual modeling and ontology formalization. This initial knowledge acquisition and grouping was informally validated by legal experts. Taking into account most suggestions and revising the classifications offered by the legal experts, some changes were introduced to the groups towards conceptualization and further relevant extracted terms from the initial list were classified. It is worth to mention that expertise is a mixed up knowledge: common sense, procedural knowledge, legal interpretation and legal theory.

The evaluation included the evaluation of the OPJK classes, subclass relationships, properties and instances and a more general and experimental evaluation based on a usability questionnaire. The results of these evaluations, a 72.92

\textsuperscript{18}Versions 3.3.1, 3.4 (beta) and 4.0 (beta) were used.

\textsuperscript{19}OPJK versions 1.0 and 2.0 have a DL expressivity of \texttt{ALHIF}\textsuperscript{+} and \texttt{SHOIF}, respectively.
Fig. 3.2 OPJK class structure
and 69.44% of agreement with the ontology, respectively, suggested that, although there was general agreement, there was also some room for improvement regarding class conceptualization which could offer more granularity and foster understanding and shareability amongst experts. With the evaluation results and the expert’s...
suggestions the ontology was refined, several classes were added or modified (e.g., relabelled), some instances were redistributed; properties and disjoint axioms were modified or added.

Finally, several usability tests, such as Heuristic Evaluation and Cognitive Walkthrough (see Fig. 3.3) and users tests of the IURISERVICE application (see Fig. 3.4) were conducted with the involvement of magistrates from the Spanish Judicial School, trainee judges and legal experts (Casanovas et.al 2009b).

### 3.4 Final Remarks

We have come a long way since the first ontology and the first prototype of IURISERVICE in 2002. The SEKT project (2003–2006) allowed us to build up a second reusable and more consistent ontology, and a second prototype. Two doctoral dissertations and more than 20 papers and international articles have been produced as a result of this extended research on the Spanish judiciary. But, so far, the system has not yet been implemented, because the initial design of the system, although semantically enhanced, was mainly envisaged as a Web 1.0 application. Moreover, new statutes regarding domestic violence, judicial organization, immigration, and health care have been promulgated, and the original questions and answers require a sound revision. Beyond professional changes in the Spanish political landscape, maintenance of the knowledge-base has been one of the main problems for the OPJK ontology and for the system as a whole.

Up-to-date maintenance of the FAQ requires that the magistrates of the School revise new questions and feed the system with new answers. Therefore, the system would benefit from some automated functionalities of the Web 2.0 and 3.0, and from collaborative development, and the dynamic flow of collective knowledge in a community or network of users (in this case, judges in their first appointment). Professional legal knowledge evolves sometimes faster than legal language.

All these practical problems do matter, because we think that the lifecycle of this type of ontologies that are grounded on ongoing institutional features has proven to be longer than we thought at first. The consequence is that we have extended the knowledge acquisition phase up to now, thus, we are in a third stage of IURISERVICE. Relationships and ties with the Judiciary have been maintained; new studies are required to update the descriptions of judicial culture and behavior, and a new implemented prototype will come with a renewed set of tests.

We call this empirically grounded development of legal ontologies an *iterative and integrated pragmatic cycle*, with the following components:

- surveys and ethnographic fieldwork (carnets, reports, audio and video-tapes, photos, interviews, transcriptions...)
- statistical, textual and visual analysis
- intervention (professional, technological–ontology building, prototypes...)


ontology validation and evaluation
usability tests (cognitive walkthrough, focus groups, prototype testing...)
users tests (field tests...)
refinement (ontology, hypothesis and prototype)

Feedback from users is crucial, but it cannot be completely planned and controlled, because organizations, corporations and institutions have their own dynamics. Sometimes the cycle can be followed almost sequentially, but very often cannot. It depends on the dynamics, complexity and development of the research in which ontologies are built up for precise purposes.
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Chapter 4
A Cognitive Science Perspective on Legal Ontologies

Joost Breuker and Rinke Hoekstra

4.1 Introduction

Ontological engineering has several origins. In this article we identify five, and all five still play a major role in ontology engineering. Each of these roots gives a different perspective on content and use of ontologies, but as these roots are hardly ever explicit, they are a source of much confusion. In the past, one has tried to solve this confusion by defining what an ontology is: much in the spirit of ontology engineering itself. There is little consensus and the best definitions leave much underspecified. As we will show in Section 4.2, these five roots take different perspectives on what ontologies aim to capture. Philosophical ontology is concerned with “reality”; Information science with systematic terminology; Artificial Intelligence (AI) with terminological knowledge and Information Management with semantics. These differences may look subtle but have different consequences for the use of these ontologies, which ranges from analytic clarification to automated reasoning. This is also manifest from the different representation formalisms used. If these uses were consistent, we would not have to bother, but as will be shown in Section 4.4, mismatches occur between the representation formalism used and the aim of the application. These mismatches can often be traced to an unclear distinction between knowledge and semantics. In developing standards for the Semantic Web (SW) this confusion is reinforced by taking a knowledge representation formalism as a standard for ontologies, while current practice—mainly information management—could have done with a more expressive formalism. We explain the difference between knowledge and semantics, i.e. the use of knowledge in context, in Section 4.3 using a simple cognitive architecture for natural language production.

In Section 4.5 we will focus on an area of ontology engineering where a cognitive science perspective is well suited and should be taken more serious: the area of top/upper/foundational/core ontologies. These ontologies cover the abstract, general
concepts that are applicable to (almost) any domain, like time, space, causation, agent, matter, process, etc. Here also the distinction between knowledge and semantics fades. Thus far, this area of research has shown a large divergence of approaches and results. In many respects it is reminiscent of age long discussions in philosophical ontology; on the other hand the concerns are about representations, powerful to feed content-specific reasoning e.g. about spatial and temporal configurations. These kinds of concepts are also the drivers or cores of common sense, and sometimes an explicit common sense view is proclaimed (e.g. in DOLCE (Gangemi et al. 2002) and in CYC (Lenat 1995)). For both a philosophical perspective (e.g. Sowa’s ontology (Sowa 2000), and to some extent SUMO (Pease and Niles 2002) and also DOLCE (!)), and a common sense perspective no external, empirical evidence is cited to support claims on the selection of concepts and their structuring. At the same time Cognitive Science has moved from an almost exclusive concern about cognitive processes to (the development of) the basic content of our shared cognitions and emotions, and a wealth of empirical data and theoretical insights have been reported. In the last Section of this article we will give some examples and refer to our still ongoing work on a common-sense based core ontology for legal domains: LKIF-Core (Hoekstra et al. 2007; Hoekstra 2009).

In summary, we will present two perspectives from cognitive science to ontology engineering. The first one comes from the architecture of human cognition in which one can argue that knowledge and semantics are not the same thing and should be treated differently: both with respect to formal-machine representation as to the kind of applications that should be fueled by ontologies. The second one concerns a valid identification of the basic concepts that constitute our deep common sense.

### 4.2 Origins of Ontological Engineering

In temporal order we can trace the following origins of ontology engineering:

#### 4.2.1 Philosophy (1) Ontology

Ontology as a branch of metaphysics is concerned with (categories) of being, i.e. about existence and reality. Although the term “ontology” only appears in the seventeenth century, its endeavor is more than two millennia old (Parmenides; Aristotle). It has been emphasized already in the beginning of the 90-ies that ontologies (i.e. ontology engineering) and Ontology should not be confounded. The former is about (machine-readable) structures of concepts, while the latter is about “existing entities”. Despite this difference, philosophical ontology has found a place in ontology engineering, often referred to as “formal ontology”. This is also due to the fact that (philosophical) logic and theories of knowledge representation have come close enough to compare work. Ontology brings a wealth of analyses of
concepts to ontologies. An excellent review of concepts relevant for ontology engineering can be found in Sowas book (2000). However, it also brings on board the speculative and argumentative nature, due to the lack of an applied or empirical perspective.¹

4.2.2 Philosophy (2) Lingua Universalis Philosophica

The existence of different languages—the curse of Babel—was not only a serious obstacle for universal understanding, but also the fact that words have ambiguous and variable meanings was already a preoccupation of many philosophers in the Middle Ages (e.g. Ockham). In the Seventeenth century several proposals were made to construct a language whose terms would be well defined, and moreover, whose form would transpire its semantics. The best example of this approach is the unique work by John Wilkins (1668) who published a thesaurus, structured as a taxonomy of about 2,000 well-defined and cross referenced concepts, starting from 40 main categories. In fact we can see this work as far more in line with current ontology engineering than philosophical ontology, and the book (hard to get) could still serve as a useful source of inspiration for constructing top-ontologies. Its influence in philosophy was very small, but it inspired the construction of thesauri, in particular Roget’s thesaurus (1852) and it is one of the origins of information science. According to Wilkins an important cause for the confusions inherent to natural language was the fact that words were arbitrary labels for concepts: their morphology did not indicate the underlying semantics. Given his taxonomy new words could be composed by descending a path in the taxonomy. For instance, “zita” would stand for “dog”, composed from z for “animal”, i for “beast”, t for “canine” and a for “dog”.² Leibniz immediately ordered this book, but instead of creating semantically transparent words, he proposed to use numbers which could be automatically processed by mechanical calculators, using combinatorics. This calculus ratiocinator is based upon prime numbers and is binary, previewing computer cryptography. Leibniz himself improved Pascal’s calculator to include division, and concluded farsighted, but overly optimistic:

“Once the characteristic numbers of most notions are determined, the human race will have a new kind of tool, a tool that will increase the power of the mind much more than optical lenses helped our eyes, a tool that will be as far superior to microscopes or telescopes as reason is to vision” (G. Leibniz, Philosophical Essays)

In summary: current views and practice in ontology engineering have more affinity with these Lingua Universalis Philosophica views on taxonomies of concepts and mechanical reasoning, than with Ontology.

¹Paradoxically formal ontology is sometimes called ‘applied ontology’! see Wikipedia under wikipedia.org/wiki/Applied_ontology
²The reader is referred to (Ecco 1997) for a detailed review.
4.2.3 Artificial Intelligence

In a classic paper McCarthy and Hayes (1969) discuss the definitions of a small set of central concepts of common sense: causation, fluents, action and its epistemological consequences. This work was further taken up in an influential paper—“naive physics manifesto”—by Pat Hayes (1985) in which he argued that in common sense views of the physical world small sets (“clusters”) of concepts formed the basic ontology for interpreting physical events. Although this proposal was never taken up in its full consequence, in the beginning of the 80-ies reasoning about physical systems became a major research issue. In Qualitative Reasoning (QR) (Weld and de Kleer 1990) and in Model Based Reasoning (MBR) (Hamscher et al. 1992) it is necessary that the system is able to interpret situations and to reason from the structure of these situations and its current states what will or can happen, i.e. to make predictions about its behavior. To be able to do so, it should be equipped with basic notions of its physical domain (e.g. gases, containers, and temperatures, or electricity, connections and components). These basic concepts should be defined in such a way that the relevant properties of the entities involved could be inferred. Therefore, the knowledge base of a QR/MBR systems contains an ontology (which is not necessarily well separated from the rest of the knowledge) (Forbus 2008). Ontological knowledge is used to identify what instances (individuals) are, and to infer properties and other relationships with other individuals to be able to interpret a situation. Ontologies in AI are therefore constructed to perform reasoning. Note that in natural language processing, the meaning of words has a similar status. However, in Section 4.3 we will point out that there is a subtle but important difference between word senses in natural language and concepts used in predicting situations.

4.2.4 Knowledge Engineering

The most direct ancestor of ontology engineering is the knowledge engineering community. In methodologies for building knowledge systems, in particular CommonKADS (Schreiber et al. 1993), ontologies were used as specifications of domain terminology, i.e. a conceptual documentation for constructing a domain knowledge base (Van Heijst et al. 1997). Languages were constructed to handle these ontologies in machine manageable form: CML\(^3\) and Ontolingua (Gruber 1993). The latter language was based upon KIF (Knowledge Interchange Format; now: CommonLogic), a machine readable version of predicate logic, intended to be used as a translation interlingua for various Description Logic (DL) based knowledge representation (KR) systems. Casting ontologies in Ontolingua also enabled reuse of domain ontologies via the publicly available Ontolingua repository. A side effect of these developments was that these ontologies could very well be used in supporting knowledge and information management (Schreiber et al. 2000).

\(^3\)Conceptual Modeling Language for CommonKADS (Breuker and Van De Velde 1994)
4.2.5 Semantic Web

A real boost to the development of ontologies occurred when Tim Berners-Lee (1999) was “dreaming” aloud and proposed to extend the current Web with semantic support:

“The first step is putting data on the web in a form that machines can naturally understand, or converting it to that form. This creates what I call a Semantic Web – a web of data that can be processed directly or indirectly by machines” (Berners-Lee 1999: 191)

Ontologies were supposed to provide these semantics that should enable this machine-understanding, and a new, state of the art Web Ontology Language (OWL) was designed (Bechhofer 2004). OWL is a DL based knowledge representation language, carefully conceived to enable decidable reasoning (Horrocks et al. 2003).

From this overview of the roots of ontologies, it becomes understandable why we have such a large variety of kinds of ontologies, and that there is so little agreement about what ontologies are or should be. First, the aims differ considerably. Some are aimed at reasoning (see e.g. (van de Ven et al. 2008) for legal reasoning); most others are for information management and retrieval, in particular for (Semantic) Web applications. Second, is the re-usability perspective. The most abstract and general (upper-, top- or foundational) ontologies are supposed to be applicable to almost any domain. Philosophical ontology is here often the main source of inspiration (e.g. DOLCE (Gangemi et al. 2002), SUMO (Pease and Niles 2002)). Core ontologies capture some clusters of concepts that are typical for some field of activities, such as medicine or law (Hoekstra 2007), which makes them re-useful for domain ontologies of the field. Third, there is a large range of formalisms into which ontologies are cast, varying from typical KR formalisms (e.g. OWL-DL, Topic Maps, RDFS); to interchange formalism (KIF, CommonLogic), and to conceptual specification languages (UML, CML). However, as we will see in Section 4.4, the choice of the language is in many cases not motivated by the job the ontology is supposed to perform. Fourth, the ontologies differ much in detail of representation. Some are no more than class-subclass structures of terms, while others have dense specifications of (structured) properties and relations.

4.3 Knowledge and Semantics

In the overview of the roots of ontology engineering, ontology appears to capture successively: reality, knowledge and/or semantics. All three are closely interrelated. To identify or to belief that certain categories refer to reality we must know about these. Semantics reflect our understanding of expressions, and this understanding is based upon our knowledge and beliefs in general. However, we must make an important distinction between knowledge and semantics, i.e. between what we know and belief about some term (concept) and what a term means in some expression. We can illustrate this by the different senses that a simple, rather concrete term like “car” can take. We know lots of things about cars (and maybe even more about
individual cars). However, in the following statements, the meanings of the term car are totally different:

1. Driver: “I will take my car”. (car is a vehicle)
2. Mechanic: “This car has a defective carburetor”. (car is a device)
3. Salesman: “This car is a bargain”. (car is a commodity)
4. Insurance inspector: “This car is a wreck”. (i.e. no longer to be viewed as a car)

It is not difficult to add new perspectives, dependent on the focus of a property (e.g. energy consumer; polluter, status symbol, killer, etc). The properties that are relevant with each view (superclass) of “car” have little in common. Vehicles are for transport; devices have a structure and causal behaviors; commodities imply trade; wrecks are to be recycled, etc. Therefore the semantics of terms in expressions are the result of using knowledge in a specific context. These contexts may even bring “logical” conflict with what we know the term can mean, as in metaphorical expressions: e.g. “This car never abandoned me”. Leaving metaphor for practical reasons aside (however important it is in our reasoning and communication, e.g. (Lakoff 1987; Pinker 2007)), we can see the semantics of a term as a subset of what we know a concept to be. This means that for instance a reusable ontology that should capture the semantics of a term in various contexts should contain multiple classifications. That is exactly not what current practice shows in ontologies aimed at information management of documentation, in particular when these applications have to operate on the Web, where contexts can be highly diverse. They do not recognize contexts, nor do they select specific meanings of terms. The problem is not that we do not have the technology available to do so: it is the fact that it is extremely costly and complex to construct ontologies that have multiple views on board. Multiple classification is necessary, but not sufficient to obtain this automatic machine understanding that Tim Berners-Lee was dreaming about. We will return to this issue in the next section, but first we will give a short account of the kind of knowledge stores that have evolved to enable us to come to context sensitive communication, i.e. the use of natural language.

Figure 4.1, adapted from (Levelt 1993), presents a very simplified cognitive architecture for generating natural language. The spatial and the kinesthetic representational systems are perceptual systems that interpret information from the eyes, respectively sensors that identify the positions of our body parts, including the body with respect to gravity. These two systems can integrate the information abstracted from these senses so that body movements in space can be coordinated. They include very short term, sensory memories. Many animals who have these kinds of receptors have these systems. In humans a new kind of representational system evolved that works like an interlingua between these perceptual systems: a propositional representation system. It allows us to state that we see a chair, hear footsteps, etc. With “propositional” is meant that its representations no longer contain perceptual elements. This propositional system is the human knowledge base. Another term has been: long term memory. At least three subsystems can be distinguished: episodic memory, containing past memories (instances); semantic memory (which contains generic
Fig. 4.1 Knowledge stores in natural language generation. After Levelt (1993)

store is used to create a “preverbal message”. It is constructed from a (sequence of) speech act(s), reflecting intention; the communication content of these speech acts is derived or selected from the propositional system. This content is what semantics are about. In its simplest version they are selections from this propositional system, but often new constructs emerge, as e.g. in the use of metaphors, analogies, etc. We discuss here this architecture not only to explain how in psycholinguistics semantics are distinguished from knowledge. As it becomes more and more evident that we share this propositional store with some of our close ancestors, we may become interested in the genetic knowledge seeds which guide humans in developing their interpretations of the physical and social world. To be continued in Section 4.5.

4.4 Formalisms, Reasoning and Information Management

With a few exceptions, applications fueled by ontologies are used for information management. They are used for finding or indexing (tagging) what documents are about, or to filter data, but they are not used for reasoning. Reasoning with ontologies can take two forms. The first one is for modeling situations and for problem solving: as in QR and in MBR. The second one is to use ontology as the vocabulary in natural language processing: as in Tim Berners-Lee’s proposal for the Semantic Web. This dream has created a paradox and an impasse. The ontology language, OWL(-DL), is extremely well suited for this first kind of reasoning, and moreover, one can trust blindly its reasoning capabilities. This is for

---

knowledge, facts and beliefs), and an associative memory that accounts for skills and other empirical contingencies. These sub-systems work relatively independently. For instance amnesia, due to damage of specific areas of the brain, is a disturbance of episodic memory; not of semantic memory.
instance of importance for systems that have to operate autonomously, as e.g. in Deep Space. However, enabling machines to “understand” documents, which will involve usually some natural language processing, will always have a heuristic and “incomplete” flavor for which we do not require this trust on complete, consistent reasoning. This is important, because OWL has a limited expressivity that brings all kinds of problems. For instance identifying individual entities as being identical can only be approximated using tricks (Hoekstra and Breuker 2008; Hoekstra 2009). Maintaining identity in natural language processing (NLP) is a major issue (e.g. context bound unique naming; pronoun reference assignment). Full NLP is still too hard a nut to crack, especially in the highly heterogeneous environment of the Web. Attempts to have some superficial approximation to this problem (e.g using case structures) have shown minimal improvements in the efficiency of retrieval. OWL may not be the representation format for entering this information management arena, it is highly popular for representing ontologies for information management, as Fig. 4.2 shows for an almost complete list of published legal ontologies.  

5 As DAML+OIL, and RDFS/OWL are in fact (precursors to) OWL, we can state that except for Ontolingua (history) and XML all these ontologies are OWL based.
that no inconsistencies can propagate to lower levels when they are used to structure domain ontologies. By their philosophical ancestry many top ontologies are written in KIF/CommonLogic or Ontolingua. However, for these systems no complete consistency checking is available, and in translating these into OWL-DL most properties get lost in translation.

4.5 A CS Perspective for Top Ontologies

Top ontologies have two roles. The first one is to provide a structure of classes where a domain ontology can hang its main concepts as subclasses. It gives a starting position for more detailed modeling. The second role is even more interesting: by inheritance one gets already defined properties for free, which helps in consistency checking. Moreover, top structures may imply “special inference”, i.e. inference rules that are bound to some set of terms. For instance, by defining a set of terms for spatial positions, such as “left-of (A,B)” is equal to “right-of (B,A)” etc. one can easily generate all tautologies. However, current practice does not show such “reuse” benefits. There are many reasons such as the chosen formalism (see above); little commitment in specifying properties; too few resources, and finally little agreement and much argument about the often slowly emerging points of departure. The history of the SUMO top ontology is probably the best worked out case, because its development started about a decade ago under the blessings and ambitions of IEEE. SUMO originally was SUO, and stood for Standard Upper Ontology. Meetings and mailing showed profound disaccord under the participants, and it went as far that some voting was proposed. This was a reason for many to leave this arena. A core of researchers still involved grabbed most of the available (pieces of) top ontology and integrated these in SUMO, where the S no longer stands for Standard, but for the less authoritative Suggested. The M stands for Merged. Problem in most of these debates was that they had the same flavor (and also lots of the content) of the age old philosophical debates. It was not only philosophical. It also included practical arguments for powerful representations. In our opinion, these debates could continue for ever as there were no or hardly any empirical criteria available to decide on issues; the more because the idea was that these abstract terms were neutral with respect to any application. We will argue here for taking a cognitive science perspective. This provides not only rich resources for empirical grounding but is highly appropriate when it concerns human knowledge, and in particular: common sense. For instance, by far the majority of what is available on the Web. We all have common sense, so it seems that anyone can participate in this enterprise.

---

6It is hard to state what is not constrained by the primitive dispositions to interpret the world on which human builds in order to act effectively. However, we have obtained a more “conscious”, “rational” way to interpret the world by delayed reflection. This has for instance ended in models of reality which have become even inconceivable, as in quantum theory. See for instance on ‘physical ontology: http://en.wikipedia.org/wiki/Physical_ontology. Also core ontologies with a highly specialized technical domain may make shortcuts, see e.g. (West 2004).
is a major thesis in the development of folksonomies. It is a naive view because we have no direct access to the structure of concepts that make up this top. We even do not know whether this top is coherent. We can only reconstruct this by trying to trace its development: not only in humans, but over evolution as it has become apparent that we share many basic concepts with (higher) animals, and that these are not explicitly laid down in some ready made form, but rather have the character of instincts: i.e. they need experiences and cultural parametrization to get a specific shape. This is typically the area of evolutionary psychology which draws heavily on experimental work in developmental psychology, etiology and anthropology. A good example of this work can be found in Pinker’s book on the “stuff of thought” where he argues that (and how) concepts of space, time and causation make up these conceptual, heritable predisposition (Pinker 2007). We share notions about agent causality (i.e. actions vs. processes), intention, power and fairness. Most of his arguments come from use of language. An even larger range of concepts and even stronger anchored in empirical research over the aforementioned disciplines can be read in Marc Hauser’s book on the emergence of moral beliefs, which also throws a perspective on notions of justice in the legal domain (Hauser 2006). What these studies reveal is how a number of concepts evolve, both in an evolutionary as in a cultural way. They show that unexpectedly early distinctions are made for instance between a physical world and a social-psychological world on the basis of observing moving objects. Objects that move “by themselves” are agents. Directions of movement are indications of intention, etc. Note that the number of concepts that must be assumed to be driving these identifications already represent a substantial top-structure.

However, the interpretation of these findings for constructing a top ontology must be taken with care, as they do not show how later, cultural influences may extend or modify the nature of these concepts.7 A good example is the introduction of the notion of “energy” in our common sense vocabulary due to our insights in and experiences with electricity as a source for heat, light and movement. Energy unifies the original notions of power/impuls for movement, fire for heat and light, etc. In the notion of “energy” we have apparently found a new “superclass”.

On the other hand, the distinction between physical and agent causation (processes vs. actions) is extremely well maintained, even if the distinction is sometimes hard to assess in concrete cases (e.g. guilt in criminal cases; football offenses that merit a card or not). Mental concepts, like belief, knowledge, intention and emotion are also part of the early repertory of babies: they constitute a “Theory of Mind” which attributes intentions and knowledge to others, but ultimately is also the source of attributing these also to one-self to explain ones own behavior. This wealth of insights has been a leading guide in the construction of the LKIF-Core ontology for legal domains, where a physical and a mental world form starting points (Breuker and Hoekstra 2004; Hoekstra et al. 2007; Breuker et al. 2007).

7Thus far we have not read about cases where such a concept gets “overwritten” by new information in the common sense domain.
A good example of how a CS perspective leads to different representations than in other ontologies (in particular: SUMO) is the conceptualization of space. During the construction of SUMO, arguments were raised whether space should be represented “3D”, i.e. having three dimensions, or 4D which would include time, to provide for histories in the spatial world. There is a special 4D version of SUMO. In fact, we cannot conceptualize a 4D world straightforward: we have to leave out one dimension and imagine a kind of flatland moving forward in time. This means that a 4D representation is not a direct representation of common sense: it is an abstract, geometrical rendering of the fact that both time and space can be viewed as having dimensions. However, from a human cognitive point of view space is not a uniform concept. There are two kinds of spaces. (1) The space that physical objects take. The basic concept here is “size”, which can be big, small, etc. This concept may be equated with “volume” (e.g. relevant for fluids) so that a 3D picture may finally emerge. (2) This is different from, but compatible with viewing space as marking positions of objects. Space is here not outer space, but on earth, which is a floor or landscape on which objects are stacked. This is the consequence of the fact that we live in a largely flat world permanently under the influence of gravity. Left-of/right-of plays here a minor role and explains why we get easily confused in discriminating between these. It also explains why we have the illusion that a mirror image switches left–right, where it in reality switches the front-back “dimension” of the observer. These simple facts (gravity, eyes “in front” of our head) have given rise to concepts of positions in space (for an extensive CS literature on this subject, see McManus (nomen est omen?) book on “left hand, right hand”. (McManus 2002). In other words, 3D is applicable to the extension of objects; for marking positions we have a 2D “map” view on which objects rest. As a consequence we should have two kinds of ontologies for space. One about size, and one about position. By performing measurement we can relate these.

4.6 Some Paradoxes for Conclusions

Ontology engineering is not a uniform field of research and development. and it is full of paradoxes. The first one is of course that where ontology is aimed at providing clear definitions, it has not succeeded in defining itself. Philosophical ontology still plays an important role, while a much closer ancestor in (“natural”) philosophy—the Lingua Universalis movement—aimed at taxonomic and mechanized reasoning is forgotten and has only an indirect impact via Information Science. Philosophers who could benefit from automated consistency checking use formalisms that do not really allow for this. On the other hand, applications aimed at information management, e.g. searching the web, use very often formalisms which have traded correct reasoning for expressivity, while these applications do not require reasoning. A major paradox is the fact that in developing top ontologies that claim to cover common sense, the main sources of inspiration are introspection and philosophical analyses. No reference is made to the empirical data available from Cognitive Science, which are far more valid than those speculations. Finally,
the reader may also find it paradoxical that we use in the title “legal” but hardly any reference is made to the domain of law. That is true. First, it should be noted that the domain of law is rather advanced in the world of ontologies. The fact that OWL-DL is used may seem an unnecessary complication, but it also enables this community to move effortlessly to applications that need trustworthy automated reasoning. An example is HARNESS, a legal assessment system that runs completely in OWL-DL (van de Ven 2008). Second, in the core concepts of law, many common sense concepts are hidden, as cognitive studies on moral and legal concepts show (Hauser 2006).
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Chapter 5
Social Ontology and Documentality

Maurizio Ferraris

5.1 Introduction

Encyclopedia entries, bets, gains and losses, research projects, books, lessons, relationships, votes, credits, exams certificates, exams, records, academic degrees, students, professors, art works and consumerist literature, cathedrae, aulas, application forms, hiring, revolutions, workshops, conferences, dismissals, unions, parliaments, stock societies, laws, restaurants, money, property, governments, marriages, elections, games, cocktail parties, tribunals, lawyers, wars, humanitarian missions, voting, promises, buying and selling, prosecutors, physicians, perpetrators, taxes, vacation, medieval soldiers, presidents. What are all those objects made of? And, first of all, are they objects? Some philosophers would say they are not, since—according to them—only physical objects exist. Other philosophers would dare say that even physical objects are socially constructed, since they are the result of our theories. For real, thus, the world would be Prospero’s world: We are such stuff/As dreams are made on and our little life/Is rounded with a sleep. That is not the case, though: social objects exist indeed, the proof being the difference between thinking to promise something, and actually promising something: once you give your word, the promise keeps on existing, even in case you forget about it, or—as more frequently happens—you change your mind.

The first aim of this article is to expand on the nature of social objects, as contrasted with physical and ideal objects, and to spell out the steps that lead to their discovery. Secondly, I will illustrate and criticize the major contemporary theory on social objects, John Searle’s theory, and compare it with another theory, according to which social objects are a kind of inscription. Lastly, I want show how, from this standpoint, a social ontology evolves naturally into a theory of documents, which I propose to name “documentality”.
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5.2 Physical, Ideal and Social Objects

For a long time philosophers have underestimated the dimension of social objects, focusing exclusively on physical and ideal objects. This fact, probably is a consequence of an ambiguity concerning the nature of social objects, which is apparent as soon as we confront them with two other classes of objects into which reality can be divided. Physical objects, such as tables, lakes, occupy a place in space and in time, and exist even if we do not think about them; ideal objects, such as numbers, relations or theorems, differently from physical objects, do not occupy any place in space and in time, but, as much as physical objects, exist even if we do not think about them. Social objects, on the other hand, such as marriages and graduations, occupy a modest amount of space (more on this later: it is, roughly, the amount of space a document occupies) and a more or less extended portion of time—they cannot be eternal though (differently from ideal objects, social objects seem to tend towards their own end: the theorem of Pythagoras is meaningful exactly because it is eternal, a promissory note for the opposite reason, i.e. because it will expire sooner or later; although there may be social objects, such as the Roman Empire or the Egyptian Dynasties, that last longer than the life of an individual). Thus, social objects looks like being somewhere in between the materiality of physical objects and the immateriality of ideal objects. I explain in details this point later. What I would like to underline in the first place, both in order to explicate why philosophers, and common people with them, have discovered social objects so late, and to draw attention to the most peculiar aspect of social objects, is the following: differently from physical and ideal objects, social objects exist only in so far as there are men thinking that they exist. Without men, mountains would remain what they are, and numbers would have the same properties they actually have—but it would be complete nonsense to talk about offences and loans, Nobel prizes and years in jail, art works or pornography. This feature has been misconstrued, and this fact has lead to the spreading out, in various ways, of a conceptual ambiguity. That is, the idea to the effect that social objects are utterly relative, or that they are nothing over and above a manifestation of the will. What is denied to social objects here is their object-like nature: they are reduced either to something indefinitely interpretable or to a bare psychological act.

We can find out how little true this reduction is thanks to a simple experience. I can decide to go to the cinema; if, eventually, I change my mind, this decision does not constrain me in any way. It is really just an expression of the will, which, since it has no outward manifestation, has a purely psychological dimension. Things are different if I propose to someone to come along with me to the cinema; if I change my mind, I have to tell her or him and provide a justification. What I have constructed, then, is an object that is not nullified by a bare change of my will. Let us further assume that my invitation had the form of a promise; for instance, I have told my son: “I promise you that, if you keep on being a good boy, I take you to the movie tonight”. Now, if I had told him only “I promise that”, I would have not promised; a promise has a beginning only when there is an object of reference, and a time limit, if only a vague one (“I promise you that sooner or later I quit smoking”).
If, on the other hand, social objects were utterly relative constructions, they would not carry within them any necessity, and it should be possible for “I promise” to be a promise, but “I promise” is just the first singular person of the indicative present tense form of the verb “to promise”.

5.3 The Discovery of Social Objects

This phenomenology of social objects should enable us to detect the features of social objects (Di Lucia 2003; Ferraris 2003b; Gilbert 1989 and 1993; Johansson 1989; Kim-Sosa 1999; Moore 2002; Smith 1998, 1999, 2002; Tuomela 2002) that motivated their discovery. We are not dealing here, strictly speaking, with a historical progression (none of the following authors is likely to have ever read any of the others), but rather with a theoretical progression.

The first stage of the history consists in recognizing the specificity of social objects, and the first one who did this is the Italian Giambattista Vico (1668–1744) (Vico 1744), who—quarreling with Cartesian rationalism and naturalism—defended the original character of the sphere of human interaction. In order to individuate this sphere, which identifies the passage from animal to man, and from nature to culture (the latter, thus, is essentially meant to be social progress), Vico points towards marriages, tribunals and burials. Those are social acts, that do not describe anything nor add anything new to the physical or ideal world, nonetheless they trace the change from the animal to the man, and from nature to culture.

The second stage of the history concerns the Scottish philosopher Thomas Reid (1710–1796) (Reid 1785), who underlines the autonomy of social objects, distinguishing them from mere psychological constructions or manifestations of the will. Reid claims that the premise for the constitution of a social object is an act concerning at least two people. As in the previous example, thinking about going to the cinema is not, whereas proposing someone to go to the cinema is, a social act.

The third stage, in the middle of the Nineteen hundred, amounts to the theory of linguistic acts, by the English philosopher John L. Austin (1911–1960) (Austin 1962). Linguistic acts are somehow an explication of the specific character of social acts. Social acts, insofar as they require to be expressed, are linguistic acts (we will see how this conclusion is partly misleading); and since they are not just a description of something (think in the “yes” said at a wedding ceremony, a paradigmatic example), but they produce something, they possess an original feature with respect to other parts of language. While saying “this is a chair” does not amount to acting upon the chair in any way, saying “the meeting is open” or “I hereby declare you doctor in philosophy” produces an object that was not there before.

The fourth stage of our history, relatively eccentric if compared with the previous ones, is provided by the German philosopher and law theorist Adolf Reinach (1883–1917) (Reinach 1913; see Mulligan 1987), who proposes a typology of social objects, described as a priori derivable (namely as endowed with a logical form, roughly what I was underlining when I made you notice that “I promise” is not a promise), and insists upon the fact that what is produced by social acts is not
a self-contained praxis, but it is a poiesis, the construction of an enduring object (a graduation or a marriage, with respect to other social events, such as a party or a ruffle in which nobody gets seriously injured, have consequences that reach farther than the event).

5.4 X Counts as Y in C

In the contemporary debate, the standard theory of social objects has been proposed in the nineties by the American philosopher John R. Searle (n. 1932) (Koepsell–Moss 2003; Smith 2003a.). The building up of this ontology can be described as a strategy in four steps.

The first step is set at Oxford, during the fifties, at the school of—among the others—John Austin, and continues at Berkeley during the sixties and seventies. Here Searle’s activity focused on linguistic acts, an especially subtle part of language. When I say “yes” at a wedding ceremony, I am not describing anything that is already there, I am constructing something that is born in that very instant.

The rhapsodic analyses of Austin get a systematic dimension in Searle’s work. Searle offers a complete classification of them (Searle 1969, 1975), but this is not the only thing he is doing. On the one hand (and the upshots in social ontology derive from here), Searle does not limit himself to a classification of linguistic acts, but he acknowledges also the existence of objects that may be borne to life by performative acts—a particular kind of linguistic acts. A marriage and a conviction, for instance, understood as rites, may last just a few minutes in their culminating moment. The corresponding social objects may last years though, and it is the philosopher’s task to account for those objects’ existence. By doing this, however, a philosopher should deliver a theory of mind too (Searle 1980, 1983, 1992), since the peculiar feature of objects such as marriages or penal convictions, differently from cows or mountains, is that they exist only if there are minds believing that they exist.

And here it is Searle’s second step, set in Berkeley, during the Eighties. Austin was exclusively concerned with language (and perception), Searle, I have just suggested, was seeking a theory of mind. Could a computer passing the Turing test get married? Is a computer used in a betting shop really betting? Can it christen a boat? Can it bequest something to another computer? The obvious answer to all these questions is “no”. And this depends on the fact that human mind has something that computers do not have: intentionality. Intentionality is the capacity to refer to things in the world, by using the representations we have at our disposal here, roughly, under the hair, beyond the eyes, and between the ears—namely in our minds. Intentionality, however, is not a ghost, a feeble mist descending on the world as postmodernists uphold, when they claim that Being is reducible to Language. Not at all, it is something as real as photosynthesis or digestion is. We should not misunderstand this point, because one thing is maintaining that human mind is not a computer, and quite another maintaining that Darwin was wrong. This is a very delicate knot, because claiming that the individual I is in many cases the result of a collective intentionality does not mean that reality is constituted in an
inter-subjective way. Not at all, there are pieces of reality perfectly capable of staying by themselves, and they do not depend on language or conscience. Other pieces, surely, do depend on them. Still, we should not mix up those two cases, if we do not want every honest philosophy to come to an end.

The third step is set here and there around the world between the seventies and the eighties (Searle 1993a, b, 1998). Searle assists—not inert, but astonished—to postmodernists spreading through the departments of comparative literature, under the risk that sooner or later they would get to philosophy departments too. Here is the crowd: who says that the Being that can be understood is language, and who says that nothing exists outside texts, and you would eventually meet a fun-loving person maintaining that there are no facts, but only interpretations. In conclusion, the moral seems to be that—quite paradoxically—words, but not things, exist; concepts exist, but not the objects they refer to.

We would be mistaken in seeing in this reaction to the postmodern idealism simply a polemical phase, since it is in this framework that Searle elaborates the theory of reality as “background” (Searle 1999). Reality is something that does not require to be demonstrated, because it is at the ground of our demonstrations. Reality constitutes the basic element of Searle’s general ontology, it delivers us the deep sense of his realism—and, at the same time, the deep sense of the non-realism of the postmodern speaker who, with their laptop, on the plane, polishes the talk s/he will give at a conference in an American University, on the topic of the non-existence of the external world.

And here the last step comes (Searle 1995), which is set in Paris. During the nineties Searle enters in a Café, and pronounces a French sentence “Un demi, Munich, à pression, s’il vous plaît”. Searle makes us notice that this very simple sentence triggers a huge invisible ontology: the social exchange between he and the waiter, a lattice of norms, prices, fares, rules, passports and nationalities, an universe of such a complexity that would have had Kant shivering, if only Kant had thought about it. We are at the postmodernists’ antipodes. If postmodernists dissolve tables and seats by reducing them to interpretations, Searle’s ontology asserts that also things such as promises and bets, shares and debts, medieval knights and Californian Professors, tenures and symphonies possess their own specific reality. They are neither ghosts, nor movements of the consciousness or of the will (given that promises exist when we sleep, and in case we change our mind too, and contracts can bind institutions independently from the people who run them), they are higher order objects with respect to physical objects, in accordance with the rule “$X$ counts as $Y$ in C”—meaning that the physical object $X$, for instance a colored piece of paper, count as $Y$, a 10 euro banknote, in C, the Europe of the year 2006.

It is not hard to see how here we are approaching the closure of a system. The philosopher of language who has studied linguistic acts comes across performative acts, and notices that with them we can construct social objects; the philosopher of mind, who has studied intentionality, understands intentionality’s role in the construction of social reality; the anti-postmodern polemist, in turn, elaborates a realist ontology that enables us to understand that—for some reasons and our intentions and hopes notwithstanding—it is useless to try to avoid paying the beer by saying
that reality (social and maybe physical reality as well) is socially constructed. The last move was left for the social ontologist: discovering this new reign of objects that—please notice—cannot be defined as “mental” just because they need human minds.

5.5 No (Social) Thing Exists Outside Texts

Very well. Now, we know that this theory (and Searle knows it very well too) has counterexamples, together with the general difficulty of clarifying the key notion of “collective intentionality”. Even if we limit ourselves to considerations concerning the object, the problem is twofold: it is not obvious at all how, from the physical object, we manage to get to the social object; and it is not clear at all how, given the social object, we should individuate a corresponding physical object.

In order to explain the shift from the physical to the social, Searle makes the example of the transformation of a wall into a boundary. The idea is the following: firstly, there is a physical object, a wall that divides the inside from the outside, and defends a community. Then, step by step, the wall deteriorates, and only a line of stones is left—unhelpful as a physical shelter—to identify a social object, namely a boundary; the very same that, later on, will be the yellow line that in the post-offices and airports allocates an insuperable threshold. Now, we can understand how a wall, by falling apart slowly, can, in certain circumstances, turn into a boundary. But it is not at all evident how, on the ground of this simple analogy—a lucky chance that who knows how few times occurred—the yellow line or the center line of the road are born. The question is further complicated by the following consideration: if really a physical object can constitute the origin of a social object, then every physical object would turn into a social object, every wall would signify a prohibition. But clearly this is not the case, as everyone who decides to tear down a wall in their house can verify, provided that the demolition would not contradict certain norms—which not necessarily concern the physical solidity of the wall. And, lastly, we should not forget that one of the most famous walls in contemporary history, the Berlin Wall, was begot by a boundary—the opposite of what should have happened according to Searle’s explanation.

As for the second aspect of the problem—the aspect concerning the reversibility from the social to the physical sphere—it is rather intuitive to assert that a banknote is also a piece of paper, or that a president is also a person. As much as it is true that when Searle is alone in a hotel room there is only a physical object, but many social objects (a husband, an employee of the state of California, an American citizen, a driving license holder...). In this case, the passage back from Y the social) to X (the physical) goes smoothly. However, things change in different, although not very peculiar, situations. How should we deal with vague (Williamson 1994, 1998) or

---

1I have criticized at length this aspect of Searle’s theory in Ferraris (2005). Collective intentionality has been originally elaborated by the Finnish philosopher Raimo Tomela (1995), whereas the psychologist M.E. Bratman (1992) was concerned with “shared intentionality”.
vast entities, such as a State, a battle, a university? And how about negative entities, such as debts?

The English philosopher Barry Smith (born 1952) (Smith 2003b) has rightly pointed out that in many cases we have to acknowledge the existence of Y independent entities, namely entities that do not ontologically coincide with any part of physical reality. Here, according to Smith, we are dealing with “representations”. In order to better define the notion of “representation”, Smith qualifies it as a “quasi-abstract entity”, providing as an example, a chess match played at random. The idea is that chess may be played independently from any physical support. You can play in Internet, where the chessboard is not “present” as a physical chessboard is (for instance, it has two localizations, corresponding to the two computers). Moreover, two experts can play by heart, without there being even a chessboard represented on a screen, but rather through two barely thought chessboards. Smith expands the model to the paradigm of money. Also in this case, from a certain moment on (and more and more as technology develops), we loose the physical counterparts, substituted by traces on the computer. Also in this case there is a social object to which it does not correspond any physical object, but rather a representation.

This is all fine, but really the computer blips are not physical at all? Are they really a res cogitans utterly detached from a res extensa? It takes only visiting a technological cemetery (a huge Chinese landfill, or the corridor of a Department where out of order computers have been stored) to realize how much plastic and silicon is necessary for magnetic traces to exist. And, unless we want to say that computers have souls, separated from their bodies, the blips will be material things as well. Indeed, it is difficult—nay, impossible—to uphold that, in the case of money that is transformed into traces on a computer, there are only representations, and not a physical thing sustaining them, although something endowed with a rather light physicality. But let as suppose that this is indeed the case, that representations do not need anything physical. Then, there would be no way to answer the question: how should we distinguish in principle 100 real thalers from 100 ideal thalers? How are we to distinguish the representation of 100 thalers from 100 merely imagined, or dreamed of, thalers?2

The difficulties emerging both out of Searle’s theory and Smith’s correction help us to spot the way to the solution of the problem of social objects, which I propose to develop after the theory of the French philosopher Jacques Derrida

---

2If one maintains that it is false that a social object depends on a particular physical substrate, but it is true that every social object generically depends on some physical substrate (namely an inscription of some sort), one can keep on criticizing Searle’s position (that concerns rather the fact that Searle points to the “wrong” physical substrate, somehow), and at the same time avoid Smith’s “representational” conclusions. The chess match does not depend on a particular chessboard, neither does it depend on two particular computers, or some particulars neurons. Still, if a match is there, then some physical substrate is also there, and therefore the match generically depends on some physical substrate. On the distinction between particular and generic dependence see (Simon 1987: 296–307).
(1930–2004) (Derrida 1967; see Ferraris 2003a, 2006. On the social role of writing see Ong 1982). Derrida has elaborated a philosophy of writing that finds its most correct application in the social sphere. What is more interesting is that Searle knew this theory, but the alliance was rendered impossible by a reciprocal misunderstanding. Actually, Derrida dedicated an essay to Austin’s linguistic acts (Derrida 1971). Those acts, Derrida observed, are mostly inscribed acts, since without records of some sort the performatives would not produce social objects such as conferences, marriages, graduation ceremonies, or constitutions. The point is simple, if we imagine a graduation or a wedding ceremony in which there are no registers and testimonies, it is difficult to maintain that a husband, a wife, a graduated person has been produced. This amounts to saying that social objects turn out to be (as much as the ideal ones) closely linked to the forms of their inscription and recording. That article irritated Searle, who few years after replied (Searle 1977) (the reply was followed by an exceedingly long response by Derrida (1988)) against what to him was nothing but a misunderstanding of Austin. Thus, the meeting seemed not to bring anything to the point. Still, we can see in it the solution of Searle’s puzzle.

Indeed, the problem in Searle’s social ontology depends on not having investigated the hypothesis that the physical counterpart of a social object is a trace, namely exactly what Derrida has brought attention to during all his career—be it a trace on the paper, or a trace in the brain, an inscription in the memory that remind us a promise, a debt, a duty or a fault. Derrida, having at hand the evidence to the effect that money has turned into inscribed paper, although not yet the (more striking) evidence to the effect that it would have turned into computer bytes, provided as soon as 1967, through his hypothesis on the nature of writing, the ground of an extremely powerful ontology. However, Derrida was wrong in claiming that “nothing exists outside texts” (and Searle was entitled to reproach him on this). Actually, as we have seen, physical and ideal objects exist independently from every recording, as much as independently from there being a humanity. This is not the case for social objects, which depend tightly on records and the existence of humanity. It is in this sense that, by weakening Derrida’s thesis, I propose to develop a social ontology starting from the intuition that no social thing exists outside texts.

5.6 Object = Inscribed Act

Keeping this in mind, my thesis (Ferraris 2005) is that, contrary to Searle’s idea, the constituting rule of a social object is not $X$ counts as $Y$ in $C$ (social objects are higher order objects with respect to the underlying physical objects), but $Object = Inscribed Act$: social objects are social acts (concerning at least two people) characterized by the fact of being inscribed, in a document, in a computer file, or simply in people’s heads. With respect to Searle, we solve all the problems of the shift from the physical to the social; with respect to Smith, we have a way to distinguish an actual social object from a purely thought one; with respect to Derrida, we acknowledge a
specific sphere of social objects, separated by physical and ideal objects. The essential lines of this theory are the following: in the world there are subjects and there are objects. The subjects refer to objects (the former represent, think about, somehow deal, with the latter), namely they possess intentionality; objects do not refer to subjects.

Objects come in three kinds: (1) physical objects (mountains, rivers, human bodies, and animals) that exist in space and in time, and are independent from subjects knowing them, even though they may have built them, as for artifacts (chairs, screwdrivers); (2) ideal objects (numbers, theorems, relations) that exist outside of space and time, and are independent from the subjects knowing them, but which, after having been discovered, can be socialized (for instance, a theorem can be published: still, it is the publication, not the theorem, that has a beginning in time); (3) social objects, that do not exist as such in space, since their physical presence is limited to the inscription (money is such because of what is written on the coin, on the banknote, on the memory of the credit card), but last in time, and whose existence depends on the subjects who know, or at least can use, them and who, in certain cases, have constituted them. This latter circumstance displays to us the fact that social objects, for which construction is necessary, depend on social acts, whose inscription constitutes the object.

As I have indicated through the law Object = Inscribed Act, social objects consist in the recording of acts that encompass at least two people, and are characterized by being inscribed, on a physical substrate whatsoever, from marble to neurons, passing through paper and computers. I do not consider obnoxious the idea that also brain processes are to be described in terms of a sort of writing, since they manifest to us exactly in those terms, as it is revealed also by the fact that the mind has always been described as a tabula rasa, i.e. a writing table.

From this standpoint, and weakening Derrida’s axiom, one can state that “no social thing exits outside texts”. Physical as much as ideal objects exist independently from inscription and records, but this is not the case for social objects. Without some sort of recording it is impossible to conceive any kind of society, and—even more so—any social object. However, the recording is a necessary but not sufficient condition for the existence of social objects: without recordings there are no social objects, but not necessarily a recording (for instance a recollection of mine) constitutes a social object.

Social objects are constituted by inscribed acts, but not every inscription is a social object. Fingerprints become social object when they are registered by the police and used as evidence in a trial, and in this case they are actually part and parcel of an inquiring procedure. And when fingerprints are taken on a passport, they become part of a document, which is endowed with an even more evident social character, since it incorporates this social character—so to speak. From this standpoint, the document has to be conceived, rather than as something which is done once for all, and constituting a class of stable objects, as a teleological end of a theory of social objects. Not all inscriptions are documents, but there is no inscription that, in certain conditions and once it has acquired a certain social power, cannot become such.
5.7 Documentality

If all this is true, then a theory of social objects develops naturally into a theory of the document, understood as an inquiry centered on the definition of what I call “documentality”, namely the properties that constitute, in each case, the necessary and sufficient conditions (starting from two very general conditions: being an inscription and being a document or a “documental” thing) to be a social object. At last, there is no society if there are no documents, and documents are records with a particular social value. On this ground, a theory of documentality can develop along three directions. The ontological dimension, answering the question: what is a document? The technological dimension, concerning the means through which documentality can be spread in a complex society. The pragmatic (and forensic) dimension, which concerns the care of documents in a society characterized by the explosion of writing, and in world dominated by information technology (Koepsell 2000, 2003).

1. As for the first question—what is a document?—we need to articulate the law Object = Inscribed Act. Documentality comprises a sphere encompassing so different things as memories, notes (a memo can, although not necessarily must, acquire social value), and international treaties; all such things can be realized through the most different media (paper writing, electronic writing, pictures . . .); they can refer to the most different activities (borrowing a book, getting married, being named, declaring war . . .). In the vast majority of those realizations it is possible to spot the structure of documentality: first of all, a physical substrate; then, an inscription, which obviously is smaller than the substrate and which defines its social value; finally, an idiomatic thing, typically a sign (and its variation, such as the electronic signature, the debit card’s or mobile’s PIN, . . .), which guarantees its authenticity.

It is important here to single out a point. Sounds, signs, and thoughts are not physical objects as hefty as States or persons. They possess far less molecules. Still, they are not completely void of physical bulk: a sound needs vibrations, a thought requires electric activity in the brain, and this, obviously holds for signs over a piece of paper too (even more manifestly so). This last circumstance, if one thinks over it a while, is more relevant than it is generally believed, since paradigmatic social objects such as banknotes are “signs over a piece of paper”: banknotes qualify as social, and not only physical, objects because of few molecules, those in the inscription and possibly in the thread-mark too. Actually, the really important aspect of a banknote, what turns it from a physical object—a drawing, let us say—into a social object, are the few molecules of the inscription that declare its value, along with the ones of the signature of the governor who states its validity—and not the bunch of molecules constituting its form and matter—proof being that a very big banknote may have lesser value than a much smaller one. Those few molecules, moreover, are not very different from the blips in the computer of a bank: they are objects of the same sort, showing similar characteristics; and this holds also for what Searle calls “status indicators”, such as, for instance, passports and driving licenses. At the same time, those molecules are something, although there is only a little amount of them, and not just a representation. Those few molecules account for Smith’s expression
“quasi-abstract entity”: the entity must be recorded somewhere in space. At the ontological level, my proposal is to spot in documentality five ascending degrees (from physical to social): traces, recordings, inscriptions, documents, idioms.

I call a “trace” what, endowed with a rather small number of molecules, serves as the physical substrate of a record. Only for social objects the trace has a constitutive value. In the world of physical objects, there are traces only for minds that are able to recognize them. In the world of ideal objects, traces operate only in the socialization of an entity that does not depend on an inscription. Things are different for the constitution of a social object, since the trace openly indicates a beginning in time, and moreover it motivates the chronology of the object also beyond the intentions of the people involved in its constitution, and the length of their life.

A trace, in a mind or for a mind, becomes a record; this record can, in certain circumstances, acquire social value, for instance when the agents of the scientific police transform a piece of DNA attached to a cigarette butt into a proof. But, indeed, the mere recording is not, as such, a social thing.

An “inscription” is a record with a social value. Within a society, spoken or written words, as much as hand-shakings, can be relevant things. The inscription possesses the following laws of essence: it is the necessary but not sufficient condition of the social object; it is smaller than its substrate; its size has no bearing on the size of the corresponding social object; the inscription is true if it is idiomatic.

Inscriptions that can acquire a legal value are documents, which are, along with Smith’s perspective (Smith 2006), acts fixing. And here it is the last ingredient of our ascending hierarchy: the idiom. With “idiom” I mean a specific way of presentation of an inscription that links a particular inscription to an individual. Its more evident model is the signature (on a document, a check, a banknote: an element that is almost everywhere in social reality, although it is often unobserved), but it can also be a specific way in which someone expresses themselves, for instance their normal tone of voice. Its aim is the object’s individuation, and exactly in so far as it individuates an object it can play the role in the validation of social objects, which, thanks to the signature, emerge as the expression of the intentionality of someone.

3According to Smith (2006), thus, it is possible to develop a theory of what he calls “document acts”, i.e. a theory “1. of the different types of document, ranging from free-text memos to standardized forms and templates, and from single documents as self-contained collections of information to bodies of documents incorporating various sorts of riders, codicils, protocols, addenda, amendments, endorsements and other attachments, including maps, photographs, diagrams, signatures and other marks, 2. of the different types of physical medium or bearer for a document’s content (most important here is the distinction between paper and electronic documents), 3. of the different sorts of things we can do to documents (fill in, sign, countersign, stamp, copy, notarize, transfer, invalidate, destroy), 4. of the different sorts of things we can do (achieve, effect) with documents (establish collateral, create organizations, record the deliberations of a committee, initiate legal or military actions), and of the different ways in which, in performing such acts, we may succeed or fail to achieve the corresponding ends, 5. of the institutional systems to which documents belong (marriage, property, law, commerce, trade, credentialing, identification, movement of goods and people), and of the different positional roles within such systems which are occupied by those involved in the performance of the corresponding acts, 6. of the provenance of documents (of what distinguishes an original, authentic document from a mere copy or forgery).”
2. As to the second question—how documentality can be spread in a complex society?—if it is true that in our developed society the demand for documentality is growing at a fast pace, it is also true that our society is provided growing resources from the electronic supports, which enhance and multiply the law $Object = Inscribed\ Act$.

This element is apparent in financial transactions, and in all that can be done through them. On a financial level, and already in an economy based on paper supports, documents are what fix the values, compose different values within a single system, stir resources and energies, relate people, protect transactions (De Soto 2000). On this ground, a shift from the paper support to the electronic support de-locates the operations by extending the capacity of writing. It becomes, thus, possible to accomplish differently natured operations: paying taxes, fines, bills (also those that, differently from power and gas bills, cannot be domiciled in a bank, such as the garbage tax) and union fees (for every kind of employee); booking medical visit, lawyers, public office; obtaining certificates (family state, identity documents, house certificates); doing bank transactions; obtaining postal services (at a virtual counter you can send a registered letter, a telegram, and, in general, a letter that will be delivered in a paper form); and purchasing on line (in this case, physical commodities—we are delivered our shopping on line—, as much as events or social objects: plane tickets, museum tickets, concert tickets).

The problems concerning identification are tougher. Electronic documents are not localized, or, at least, they are far less localized than paper documents. If I fill on line an application form in a public administration site, the form will be the same whether I fill it at a computer in Italy or in Mexico, but, then, where exactly is the form? Moreover, who answers me is not a person (someone will read the form only later, if anyone), but a program. And a program cannot talk, unless it has been enabled to do so through another program, that is a written thing. The document is not any longer the transcription of a voice localized in a physical person, it is a written thing de-localized in each computer through which we can access it. In this framework, we find the issue of the digital signature, which constitutes a remedy to the impersonality and de-location of the digital, and which sums up within itself exactly two fundamental features of the document: individual reference (idiomaticity) and deontic power.4

4See the characterization of the digital signature to be found in the Italian Legislation (Art. 24, March 5th 2005, n. 82, Digital Administration Code). The digital signature ought to univocally refer to one and only subject and to the document or set thereof to which it is affixed or associated. The affixing of a digital signature integrates and substitutes the affixing of seals, stamps, and marks of whatever kind, and used to every aim to which the current normative applies. For the generation of the digital signature, a qualified certificate has to be used, whose validity, at the time of the subscription, is not expired, revoked, or suspended. The validity of the certificate, along with the identifying elements of the titular, of the certificating officeholder, and possibly the constraints on its use has to be established through the qualified certificate itself, according to the technical rules established by article 71.
3. Finally, let us face the third question. How are we to take care of documents in a world characterized by the explosion of writing? The growing problems of privacy in the advanced societies are usually read from the standpoint of a Big Brother, namely a big watching eye, in accordance with the model of Bentham’s Panopticon, but this image is partly misleading. Actually, it is true that there are more and more cameras observing (also with an infra-red eye) our everyday life, in banks, stations, supermarkets, private buildings, and satellites. But the strength of this eye would be nothing, were it not accompanied with the capacity of recording,—which is exactly what turns an act of vision into a document. In this case too, the debates on the interceptions are just the tip of the iceberg: democracy requires to be investigated through the central questions rising within the category of “documentality”.

All this suggests two complementary, although contrasting, considerations. On the one hand, the growing role of documentality shows undoubtedly why it is so bad being “sans papier”; it is exactly the lack of those paper—which are more and more turning into computer blips—the starting point of the process leading to the bare life, namely the offended life, a life liable to anyone’s offence. In this sense, then, documentality looks like a safeguard. On the other hand, obviously enough, documentality deprives us of the right to a secret and private sphere, it creates a sort of universal control. Therefore, what has been called the habeas data, namely the acknowledgement of the privacy of the records concerning us (Rodotà 2006), turns out to be not less important than the acknowledgement of the habeas corpus that was ratified 800 years ago.

5.8 Conclusions

I maintain to have demonstrated that the critical category for social ontology is the category of “documentality”, in accordance with the constitution law Object = Inscribed Act. Through this category it is possible to develop a unified theory of social objects, going over the difficulties found in the previous theories.
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Chapter 6
The Case-Based Reasoning Approach: Ontologies for Analogical Legal Argument

Kevin D. Ashley

6.1 Introduction

This paper addresses the state of the art in ontologies for case-based models of legal reasoning. It attempts to answer the question, “If one were to build a case-based legal reasoning system today, what kind of ontology should one use and what kinds of ontologies or guidance for building them are available?”

Today, one would not develop a system for case-based legal reasoning without considering the need for an ontology. A lesson learned over decades of research designing rule-based legal reasoning systems is the need for an ontology to organize the concepts and manage their interactions. Most likely, the same lesson is true for building a system to reason with legal cases, although the field seems to have learned more about rule-based, rather than case-based, ontologies. It seems hard even to specify what an ontology for case-based legal reasoning should provide.

This paper is an attempt to demonstrate what an ontology should provide with an extended example. Section 6.2 defines “ontology,” outlines the general roles ontologies serve, and proposes three specific roles for ontologies supporting case-based legal reasoning. Section 6.3 presents the extended example, and Sections 6.4 and 6.5 distill the requirements an ontology needs to model the example’s case-based argument. As summarized in Section 6.6, some requirements appear to have been met or nearly so in recent work. Others require considerable further innovation, but the concrete example may help to focus and define appropriate goals.

6.2 Definitions and Roles

By “ontology”, we mean “an explicit, formal, and general specification of a conceptualization of the properties of and relations between objects in a given domain (citations omitted)” (Wyner 2008). In order to focus on the level of ontology under
discussion, either abstract and fundamental or specific and applied, it is convenient to distinguish between: (1) an ontological framework that specifies the fundamental types of things that exist for purposes of the system, sets out the relations among these types or concepts, and defines a conceptual syntax for representing more complex concepts; and (2) a domain ontology that specifies objects, predicates, relations, and semantic constraints for a given domain.

Depending on the purpose of the case-based legal reasoning system under development, the ontology might serve a number of general roles, to:

- facilitate exchange and re-use of knowledge and information among knowledge bases and other resources which may be distributed over the Internet and the Web (Breuker et al. 2004).
- make assumptions about concepts explicit so that the program can reason with them and manage relations and distinctions among concept types (Breuker et al. 2004).
- help generate natural language explanations (Wyner 2008).

More specifically, however, since case-based legal reasoning involves drawing inferences by comparing a problem with cases, a CBR ontology should help to:

1. **Support case-based comparisons**: Find relevant cases, compare them with the problem, draw inferences based on the comparisons, and make arguments how to decide the problem.
2. **Distinguish deep and shallow analogies**: Identify cases that are relevant despite superficial dissimilarities or irrelevant despite superficial similarities.
3. **Induce/test hypotheses**: Induce defensible hypotheses about how to decide a problem from a database of suitably represented cases, and evaluate and modify the hypotheses (e.g., using hypothetical reasoning).

The next sections present an extended example to illustrate each role, and discuss recent work on how ontologies can satisfy the role.

### 6.3 Extended Example

The goal of the new case-based legal reasoning system is to simulate arguments that a law professor and students might reasonably make in discussing a legal case in class. It should generate the kinds of arguments students make in explaining how the case should be decided and that a professor makes in probing those arguments. More specifically, given the facts of a legal dispute, the system outputs an extended argument about how the case should be decided. The arguments include proposing tests or rules for deciding the case, drawing analogies to past cases (i.e., precedents), justifying the analogies in terms of principles and policies underlying the legal domain, challenging the proposed tests by posing hypotheticals and responding, for instance, by modifying the proposed test (Ashley et al. 2008).
Here, a “proposed test” is a rule that advocates or judges might reasonably propose for deciding the case and defend as consistent with past cases and underlying principles and policies. It is a hypothesis about how to decide the case. A “hypothetical” is an imagined situation that involves such a hypothesis (i.e., a proposed test), either exploring its meaning or challenging it as too broad or too narrow.

The example illustrates the intended output for a case drawn from a “family” of cases centered on *Pierson v. Post*. That case deals with an issue of common (i.e., judge-made as opposed to statutory) law: under what circumstances may hunters have property rights in the animals they pursue. Often treated in first year property law courses, *Pierson* and related cases have been a focus of discussion in AI and Law research (Berman and Hafner 1993; Gordon and Walton 2006; Atkinson and Bench-Capon 2007). The problem scenario focused on here is *Popov v. Hayashi*, as introduced in Atkinson and Bench-Capon (2007).

The example is intended to convey an intuitive sense of the kinds of case-based inferences and arguments the system would model. The intended output of the system is an argument presented here as a natural language text in ten parts. Four tables show excerpts of the types of “ammunition” the class participants could employ in making arguments for and against the plaintiff (P), the party that asserts a legal claim in court against the defendant (D), who defends against it. Table 6.1 shows the

<table>
<thead>
<tr>
<th>Case name</th>
<th>Facts (and factors-side favored)</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Pierson v. Post</em>, 3 Caines R. (N.Y.1805) (C)</td>
<td>D, knowing that the plaintiff was pursuing a fox with horse and hound on open land, intercepted the fox and killed it. (NC-D, OL-D, MCI-P, KCI-P, II-P, N-P)</td>
<td>D</td>
</tr>
<tr>
<td><em>Young v. Hitchens</em>, 6 Q.B. 606 (1844) (C)</td>
<td>P commercial fisherman closed net on fish. When the opening was still a few fathoms wide, D went through the opening and caught fish. (NC-D, OL-D, L-P, C-D, MCI-P, KCI-P, II-P)</td>
<td>D</td>
</tr>
<tr>
<td><em>Flushing quail</em> (H)</td>
<td>D, knowing that P was pursuing quail by flushing them out on open land and shooting them, intercepted the quail and killed them. (NC-D, OL-D, L-P, C-D, MCI-P, KCI-P, II-P)</td>
<td>?</td>
</tr>
<tr>
<td><em>Competing school-masters</em> (H)</td>
<td>D school master of competing new school frightens boys on way to old school of P master. (NC-D, OL-D, L-P, C-D, MCI-P, KCI-P, II-P)</td>
<td>?</td>
</tr>
<tr>
<td><em>Escaping boar</em> (H)</td>
<td>D possessed wild boar that escaped and damaged P’s crops (NC-D, OWL-P, L-P, N-D)</td>
<td>P</td>
</tr>
<tr>
<td><em>Popov v. Hayashi</em>, 2002 WL 31833731 (Cal. Superior, 2002) (H)</td>
<td>When Barry Bonds’ record-breaking 73d home run ball was struck into the crowd, P caught it in the upper part of the webbing of his mitt, but was tackled by other fans. D (not one of the tacklers) picked up the ball and put it in his pocket. (NC-D, OL-D, MCI-P, KCI-P, II-P)</td>
<td>Split proceeds</td>
</tr>
</tbody>
</table>
name, facts, and decision of the *Popov* and *Pierson* cases and other real and hypothetical cases. Table 6.2 lists a variety of principles or policies in this area of property law that courts take into account in deciding such cases. Table 6.3 lists some factors, stereotypical fact patterns that strengthen or weaken a side’s claim for property rights. Table 6.4 lists some proposed tests that the arguers (and a court) might plausibly maintain for deciding such a case. We assume that the students would have encountered *Popov* and *Pierson* and some of the other cases in Table 6.1 in reading the part of their casebook dealing with First Possession (See, e.g., Singer 2005).

Example, Part 1. The discussion begins with the facts and plaintiff’s claim in the *Popov* case. The plaintiff showed that, when Barry Bonds’ record-breaking 73d home run ball was struck into the crowd, plaintiff caught it in the upper part of the webbing of his baseball mitt, but then he was tackled by other fans. In the scuffle, the defendant, who was not one of the tacklers, picked up the ball and put it in his pocket. Plaintiff claimed a property right to the baseball with which the defendant interfered (Table 6.1, Cases/Hypos). A question for the court—and for the class—is

<table>
<thead>
<tr>
<th>Principles or policies</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protect fair play</td>
<td>Discourage unsportsmanlike conduct and unfair competition</td>
</tr>
<tr>
<td>Reduce nuisance pests</td>
<td>Encourage eradication of deleterious pests</td>
</tr>
<tr>
<td>Promote certainty</td>
<td>Maximize rule’s ease and clarity of application</td>
</tr>
<tr>
<td>Protect livelihood</td>
<td>Protect livelihood of working parties</td>
</tr>
<tr>
<td>Avoid property rights on public property</td>
<td>Avoid assigning property rights to things on public property</td>
</tr>
<tr>
<td>Promote economic competition</td>
<td>Promote economic competition among businessmen</td>
</tr>
<tr>
<td>Protect free enterprise</td>
<td>Protect free enterprise of businessmen</td>
</tr>
<tr>
<td>Legally protectable interests</td>
<td>Only protect interests the law recognizes</td>
</tr>
<tr>
<td>Protect landowner’s rights</td>
<td>Protect the rights of the landowner on his own land</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Factors</th>
<th>Short name (abbreviation)</th>
<th>Side favored</th>
</tr>
</thead>
<tbody>
<tr>
<td>Animal not caught or mortally wounded</td>
<td>NotCaught (NC)</td>
<td>D</td>
</tr>
<tr>
<td>Open land</td>
<td>OpenLand (OL)</td>
<td>D</td>
</tr>
<tr>
<td>Own land</td>
<td>OwnLand (OWL)</td>
<td>P</td>
</tr>
<tr>
<td>P pursuing livelihood</td>
<td>Livelihood (L)</td>
<td>P</td>
</tr>
<tr>
<td>D in economic competition with P</td>
<td>Competes (C)</td>
<td>D</td>
</tr>
<tr>
<td>P manifestly closes in on goal</td>
<td>ManifestClosingIn (MCI)</td>
<td>P</td>
</tr>
<tr>
<td>D knows P closes in on goal</td>
<td>KnowsClosingIn (KCI)</td>
<td>P</td>
</tr>
<tr>
<td>D intentionally interferes physically with P’</td>
<td>Intentional interference</td>
<td>P</td>
</tr>
<tr>
<td>D’s closing in on goal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Animal is a nuisance pest</td>
<td>Nuisance (N)</td>
<td>D</td>
</tr>
</tbody>
</table>
Table 6.4 Proposed tests (i.e., hypotheses)

<table>
<thead>
<tr>
<th>Proposed tests</th>
<th>Short name</th>
</tr>
</thead>
<tbody>
<tr>
<td>If plaintiff manifestly intended to gain possession of something of value, and</td>
<td>Manifest Intent</td>
</tr>
<tr>
<td>the defendant intentionally interfered causing plaintiff to fail, then he can</td>
<td></td>
</tr>
<tr>
<td>recover</td>
<td></td>
</tr>
<tr>
<td>If plaintiff manifestly intended to gain possession of the baseball, and the</td>
<td>Manifest-Intent-1</td>
</tr>
<tr>
<td>defendant intentionally interfered causing plaintiff to fail, then he can</td>
<td></td>
</tr>
<tr>
<td>recover</td>
<td></td>
</tr>
<tr>
<td>If plaintiff did not gain possession of the baseball (e.g., by catching and</td>
<td>Possession</td>
</tr>
<tr>
<td>securing it), then he cannot recover</td>
<td></td>
</tr>
<tr>
<td>If plaintiff did not gain possession of the quarry (e.g., by catching and</td>
<td>Possession-1</td>
</tr>
<tr>
<td>securing it), then he cannot recover</td>
<td></td>
</tr>
</tbody>
</table>

the appropriate legal test (if any) for deciding if the plaintiff has such a property right and whether it is satisfied on these facts.

Example, Part 2. A student advocating for the plaintiff proposes a test: “If plaintiff manifestly intended to gain possession of something of value, and the defendant intentionally interfered causing plaintiff to fail, then plaintiff can recover,” (Table 6.4, Proposed Tests, Manifest Intent). In order to justify the test, the advocate might argue that it is consistent with underlying principles and past cases: it Protects Fair Play (Table 6.2, Principles/Policies) and is analogous to the Keeble case (Table 6.1, Cases/Hypos) in which plaintiff won where the defendant scared away ducks plaintiff had lured to its part of a pond. The student might draw a factual analogy in terms of relevant factors the cases share: Manifest Closing In, Knows Closing In, and Intentional Interference (Table 6.3, Factors).

Example, Part 3. The professor might probe the proposed test as too broad by posing a hypothetical: Suppose a defendant school master of a competing new school frightens boys on their way to the old school of the plaintiff schoolmaster. Should the plaintiff schoolmaster recover? (Table 6.1, Cases/Hypos). If so, would that not contradict the law’s goal to promote economic competition? (Table 6.2, Principles/Policies).

Example, Part 4. The pro-plaintiff student might respond by distinguishing the Popov case from the Competing Schoolmasters hypothetical (Table 6.1, Cases/Hypos), arguing that the plaintiff and defendant are not in economic competition (Table 6.3, Factors) and thus a pro-defendant factor applied in the hypothetical that does not apply in Popov. He might go on to modify his proposed test by making it apply more narrowly to errant “baseballs” rather than to “something of value.” (Table 6.4, Proposed Tests, Manifest Intent-1).

Example, Part 5. Another student might respond to the pro-plaintiff student’s argument (Part 2) in another way by distinguishing the Keeble case, emphasizing any pro-plaintiff factors present in that case not shared in Popov. For example the plaintiff in Keeble was pursuing his Livelihood on his OwnLand (Table 6.3, Factors). This matters, the student argues, because the court may have aimed to Protect Livelihood and Landowner’s Rights (Table 6.2, Principles/Policies). He
might also suggest that Protects Fair Play, although morally relevant, is not a
Legally Protectable Interest (Table 6.2, Principles/Policies). Continuing to advocate
for the defendant, the student might cite the Pierson case where the defendant won
(Table 6.1, Cases/Hypotheticals) despite the shared facts associated with Manifest
Closing In, Knows Closing In, and Intentional Interference (Table 6.3, Factors).

Example, Part 6. If the professor asks for the defendant’s advocate’s test, the stu-
dent might propose one like the court in Pierson actually employed: “If plaintiff did
not gain possession of the baseball (e.g., by catching and securing it), then he cannot
recover” (Table 6.4, Proposed Tests, Possession). The student might concede that
his test is inconsistent with Keeble, but emphasize that applying it in the Popov facts
would Promote Certainty by discouraging litigants who “almost caught” the ball
or “should have had it”, and Avoid Property Rights in Public Property (Table 6.2,
Principles/Policies), a consideration not present in Keeble.

Example, Part 7. Posing a hypothetical based on a real case, the professor might
challenge the student’s proposed pro-defendant test as too narrow. Suppose the
plaintiff were a commercial fisherman, closing his nets on a school of fish, when
another fisherman swooped in with a fast boat and scooped up the fish with a smaller
net. Wouldn’t such a plaintiff fisherman also fail to recover?” (Young case, Table 6.1,
Cases/Hypos.)

Example, Part 8. In response, the student might broaden his test to cover failing to
catch and secure not just baseballs but any quarry including fish (Table 6.4, Proposed
Tests, Possession-1). He would justify his proposed result in Popov by analogizing
Young where the defendant won because of a failure to catch or secure the quarry
and despite the shared facts associated with Manifest Closing In, Knows Closing In,
and Intentional Interference (Table 6.3, Factors).

Example, Part 9. The pro-plaintiff student of Part 2 might object by distingui-
shing the Young case, where the defendant was in economic competition with
the plaintiff, a factor that favored defendant in Young where there was a pol-
icy to promote economic competition that did not apply in Popov (Table 6.2:
Principles/Policies).

Example, Part 10. The pro-defendant student might respond that while the plain-
tiff and defendant are not in the business of selling baseballs, they were in economic
competition, since Barry Bonds’ last home run ball is worth a fortune.

6.4 Requirements for a Case-Based Legal Ontology

The example illustrates ways in which an ontology could address the first spe-
cific role for a CBR ontology (Section 6.2): Support case-based comparisons, and
foreshadows issues raised by the other roles: Distinguish deep and shallow analo-
gies and Induce/test hypotheses. The requirements for an ontology differ depending
on the goals; the behavior in the example could be modeled at various levels of
sophistication. As a basic assumption, the system should at least be able to gen-
erate a discussion of how to decide any of the cases or hypotheticals in Table 6.1
taken as the problem case, and to incorporate into the discussion as precedents or
hypotheticals any of the other real and hypothetical cases in Table 6.1. Additional assumptions about the system’s level of sophistication are discussed below.

### 6.4.1 For Representing Cases

A basic task for the case-based ontological framework is to specify and organize classes of concepts for representing the Table 6.1 cases and hypos. This includes concepts for representing case Names, Parties, Legal Claims (e.g., to enforce a property right) Decision, etc. but also concepts for representing case facts. Here, much will depend on the nature and grain size of the desired fact representation.

As illustrated in the example, factors have proven to be useful abstractions for representing case facts. A number of CBR programs employ lists of expert-supplied factors to represent legally relevant patterns (e.g., Ashley 1990; Rissland and Skalak 1991; Aleven 2003; Chorley and Bench-Capon 2005; Ashley and Brüninghaus 2006; Wyner 2008). As noted, each factor captures a stereotypical pattern of facts that has legal significance in cases involving a particular claim; each represents a relevant similarity or difference and makes it possible to model comparing cases in terms of set theoretic operations over the sets of factors in each case. This is preferable to using quantitative feature weights, since selecting relevant cases and comparing them in terms of sets of factors facilitates explaining the comparisons in arguments. For instance, using factors, the *Keeble* case is analogized to the problem in Part 2 and distinguished from it in Part 5; also in Part 5, the *Pierson* case is cited as a “trumping” counterexample; it shares all the factors with the problem that *Keeble* does but reaches an opposite result (Ashley 1990; Aleven 2003). For the class of factors, the domain ontology will represent at least the name and side favored by the factor.

Factors will not be sufficient, however. Since the example involves hypothetical cases designed to challenge proposed tests, the domain ontology needs to support a more complex fact representation, especially if the system will pose its own hypothetical scenarios. Cases could be represented in structured formats, composed of facts at least some of which are represented at a finer grain size. As suggested in the Table 6.1 Cases/hypos, the domain ontology will have to represent some fundamental categories of human agency (See Breuker and Hoekstra 2004b) such as:

- **INTERFERENCE**: not interfering, interfering physically with, preventing someone’s reaching a goal
- **INTENTIONALITY**: acting unintentionally, negligently, knowingly or intentionally
- **OBJECTIVENESS OF INTENTION**: hiding ones intentions, being ambiguous about them or manifesting them clearly

This domain ontology needs to support analogous activities across the domains covered by the Table 6.1 Cases/hypos. It covers factual classes and values specific
to hunting (or “catching”) (The asterisks (*) indicate concepts introduced in order to relate the hunting and fishing domains of the cases fan’s to catching a homerrun ball in the stands—or a schoolmaster’s luring away a tuition-paying student):

**HUNTING/CATCHING VENUES**: land; pond; ocean; ballpark stands*
**RESTRICTIONS ON VENUES**: open; privately owned; subject to regulatory restriction; by invitation only*
**QUARRY**: animals (wild, domestic, edible, nuisance pests, fox, quail); quarry; baseballs*; students*; something of value*; economic goals*

**HUNTING/CATCHING STEPS RE POSSESSION**: seeking quarry; closing in on quarry; catching and securing quarry (in a mitt*, by killing, in a net hauled in); missing quarry

**HUNTING/CATCHING OCCUPATIONS**: pursuing livelihood; competing economically; by avocation

With a domain ontology like this, a hypothetical could be created by a coordinated substituting of slot values in the structured case facts or be compared in terms of the corresponding slot values across two cases. The ontology’s factor representation could include focal slots whose values are key to the factor’s application (Ashley 1990). For instance, the professor’s hypothetical in Part 3 substitutes “students” for “baseball” in the quarry slot of the problem and schoolmasters for fans who caught the baseball in an avocational activity. The changes seem small, but they may have significant implications. The Livelihood and Competition factors kick in, a change whose significance is discussed below.

### 6.4.2 For Explaining Case Decisions

Case decisions need to be explained, and a CBR ontology needs to support those explanations. In the example, the decisions are explained in terms of the proposed test (i.e., legal rule) a decision instantiates, the principles and policies which inform the decision and of which it represents a tradeoff, and the inferences drawn from case comparisons and the reasons why the comparisons matter.

Since tests need to be composed, compared, and modified, it is natural to represent them as logical formulae with concepts drawn from the ontology. This includes factual concepts for case representation such as “quarry” or “baseball” and legal terms or intermediate legal concepts. If a rule specifies factual requirements for the application of a particular legal term, and that legal term, in turn, is a requirement in another rule that implies the legal or normative consequences, the legal term is an intermediate legal concept. A concept like “ownership, citizenship, guardianship, trusteeship, possession, etc.” “stands as a mediating link between the requirements and the consequences” (Lindahl 2004; See Wyner 2008).

The ontology contains and organizes all of the general factual and intermediate legal concepts for formulating the tests (e.g., possession, manifestly intended, intentionally interfered, causing, and quarry.) A primary task of the ontology is to
coordinate the ordinary and legal institutional descriptions of events and, from the context, to keep track of the factual and legal senses of apparently identical terms. Some intermediate legal concepts may appear the same as general factual concepts. For instance, “causing” may have both an ordinary commonsense and a technical legal meaning as an intermediate legal concept. Such technical legal concepts are open-textured; their meanings are subject to argument.

Typically, ontologies organize concepts according to generality (e.g., fox and fish are animals and also each is a kind of quarry as is a baseball or a tuition-paying student.) Generality, however, is not the only useful ordering criteria. Some orderings characteristic of the “hunting or catching” domain are important, such as certainty of possession (e.g., catching and securing vs. seeking or closing in). Orderings characteristic of the legal domain would also be valuable. Intermediate legal concept classes could be ordered by legal effect or “inclusiveness”.

For instance, requiring that an intention’s OBJECTIVENESS OF INTENTION be manifest is more stringent than allowing it to be ambiguous or hidden. Similarly, the ordering of the INTENTIONALITY class (i.e., (1) unintentionally, (2) negligently, (3) knowingly or intentionally) corresponds to a legal effect: A rule that penalizes certain actions only if performed knowingly or intentionally is less inclusive than one that penalizes even unintentional actions that have negative consequences.

Since explaining a case decision also involves explaining the extent to which it is consistent with underlying principles, the ontology needs to support reasoning with and about principles. This means categorizing the principles (e.g., arguably, Protects Fair Play is a moral principle, not a Legally Protectable Interest in Part 5).

The ontology should also organize and track hierarchical relationships among the explanatory concepts, including factual concepts, factors, intermediate legal concepts, and principles/policies. Thus, the values of factual concepts in a case or case comparison may trigger the application of factors and intermediate legal concepts which, in turn, trigger the application of principles. For instance, as the value of HUNTING/CATCHING VENUES switches from pond or ocean to ballpark stands and the corresponding values of RESTRICTIONS ON VENUES from privately owned to open or subject to invitation, different factors will apply such as Open Land or Own Land. These, in turn, trigger different principles/policies. Open Land (Table 6.3, Factors) is connected with Avoid Property Rights in Public Property (Table 6.2, Principles/Policies); Own Land relates to Protect Landowner’s Rights as employed in explaining the Keeble decision and distinguishing it from Popov, Parts 5 and 6. Similarly, as the value of QUARRY varies from fish to fox to homerun baseball to tuition-paying students to economic goals, particular factors and their related principles and policies switch on or off: Fox triggers the Nuisance factor and the policy of Reducing Nuisance Pests. Quail triggers Livelihood and the policy of Protect Livelihood. Values for INTENTIONALITY, INTERFERENCE, and OBJECTIVENESS OF INTENTION such as “knowingly interfering physically with a person’s manifest attempt to catch a fish” trigger the policy of Protect Fair Play. This makes sense; factors represent similarities and differences and are legally relevant in part because they indicate that different principles and policies are at stake.
Intermediate legal concepts employed in the proposed tests are also implicated by values of factual concepts and relate to factors and principles/policies. For instance, “Intentionally interfered” relates to Intentional Interference (Table 6.3, Factors) and to Protect Fair Play (Table 6.2, Principles/Policies.) “Nuisance pests” connects with Nuisance and Reduce Nuisance Pests. “Possession” is associated with Not Caught and with Promote Certainty.

The ontology has to record and organize these hierarchical relationships in the manner of the Factor Hierarchy in CATO (Aleven 2003) and hierarchical domain model in IBP (Ashley and Brüninghaus 2006). In addition, the ontology must enforce constraints on values and combinations of values. For instance, some venues are subject to private property ownership and some are not. A pond can be privately owned; the ocean cannot be. Sometimes these distinctions will be quite subtle. A ballpark may be privately owned but still open to the public; fans may come in, watch the game, purchase a beer, and even catch a fly ball that strays their way and take it home. They may not take home the seat they are sitting in, however. How to represent such considerations raises design issues; these considerations combine commonsense and legal reasoning and probably should not be dealt with at the ontological level, but that is a design decision based in part on whether the system is aimed at modeling reasoning about them. Finally, the ontology must support translating the values associated with a case or comparison of cases into explanations, probably using explanation-oriented semantic networks that represent the relations among facts and reasons in a more structured way (see, e.g., Falkenhainer et al. 1989; Branting 2003; McLaren 2003; Ashley and McLaren 1995).

6.4.3 For Representing Case-Based Arguments

These explanations will be woven into case-based legal arguments using a set of argument schemes capturing typical, schematic domain-specific inferences (Prakken 2006). The legal inferences based on case comparisons in Parts 2 and 5 are examples of case-based argument schema. The ontology should represent classes of concepts for use in the argument schema to denote features of the case comparisons for purposes of drawing and explaining inferences. For instance, the ontology in Wyner (2008) includes partitions, explicit features of the comparison of a pair of cases that capture set-theoretic relationships of the factors in each case and that condition or bias the legal conclusion drawn from the comparison.

6.5 Using the Ontology to Model Arguments with Hypothetical Cases

A recent survey reports a distinction between ontologies designed for models of case-based legal reasoning that focus on rule-extraction versus those that focus on case comparison:
When cases are considered as authoritative sources of rules (as in the rule extraction method), . . . , the extracted rules are applied, just like other rules. From an ontological point of view, the rule extraction method treats cases basically as sets of rules. In the method of case comparison, cases are considered differently, namely as authoritative sources of arguments and decisions. . . . Ontologically, the case comparison method views cases basically as sets of arguments and decisions. (Roth and Verheij 2004: 635)

The method illustrated in the extended example represents an amalgam of these two conceptions of case-based legal reasoning. Rules may be derived from cases and applied deductively, but the important point is that there are arguments about what the rules mean; the rules can be challenged, changed, and reinterpreted through a process of case comparison. Rather than an authoritative source of a rule, the case is seen as an authoritative result given a set of facts from which a range of rules can be extracted in light of prior decisions and underlying principles/policies. A test is proposed that deductively leads to a desired decision. The test is subjected to a process of interpretive investigation with, among other things, hypothetical examples that tease out the meaning of its terms and assess its fit with the past decisions and principles. The test is applied deductively to the hypothetical and prior case facts, but that is only part of the process.

The result must be assessed in light of underlying domain principles and policies. As the example suggests, the decision of a case is frequently more consistent with some principles and policies than with others. A hypothetical can be used to change the balance in order to demonstrate that a proposed test is too broad or too narrow (Ashley et al. 2008). In turn a proposed test can be modified to ameliorate the over or under breadth.

The case comparison guides that process of modifying the test. As per the model in Ashley et al. (2008) and as illustrated in Part 4, if the test has been challenged as too broad, an advocate can distinguish the hypothetical example from the case at hand, argue that they should have different results, and, guided by the distinction, add a condition or limit a concept definition so that the narrowed test still applies to the current fact situation but does not apply to, or leads to a different result for, the hypothetical example. If the test has been challenged as too narrow, as illustrated in Part 8, an advocate can analogize the hypothetical to the case at hand, concede that the result should be the same in each and, guided by the analogy, eliminate a condition or expand a concept definition so that the test applies to both with the same result.

An ontology that represents the connections among factors, concepts and principles/policies, as described above, could support computationally modeling these phenomena of argument. Hypothetically changing an appropriate fact takes the case out of one policy and into another. For instance, in Part 3, switching the QUARRY from baseball to tuition-paying student and applying the Manifest Intent test suddenly leads to a result that protects fair play but at the expense of discouraging economic competition! This involves commonsense reasoning when judges do it; the switch could be modeled in terms of simple ontological moves. The ontological ordering of terms by abstractness and legal effect or “inclusiveness” also guides comparing or modifying test versions. For instance, “baseball” is substituted for
“something of value” in modifying the Manifest Intent test in Part 4 into Manifest Intent-1 (Table 6.4), thus removing the over breadth. In Part 9, the modification of Possession to Possession-1 with the liberalization of the quarry from baseballs to “baseballs” and “fish” or “quarry” accommodates the hypothetical and is, again, inspired and supported by connections in the ontology.

As presented in Ashley et al. (2008) the model of hypothetical reasoning illustrated in the extended example explains some features of U.S. Supreme Court oral arguments, common law decision making (Eisenberg 1988; Gewirts 1982), and American legal education, but it may apply as well to aspects of civil law legal reasoning especially in the highest courts dealing with constitutional issues (MacCormick and Summers 1997: 528–529).

6.6 Challenges for a CBR Ontology

As a goal, an ontology and computational model that could generate the example represents an advance over existing case-based legal reasoning programs in AI and Law research whose outputted arguments do not include such features as reasoning with proposed tests and hypotheticals and which have tended not to have elaborate ontologies (see, e.g., McCarty and Sridharan 1981; Ashley 1990; Rissland and Skalak 1991; Aleven 2003; Branting 2003; Bench-Capon and Sartor 2003; Chorley and Bench-Capon 2005, Ashley and Brüninghaus 2006). An exception is the recent OWL-based ontology in Wyner (2008). It comes nearest to satisfying the ontological requirements in a program, AS-CATO, that is a reworking of two programs, CATO (Aleven 2003) and IBP (Ashley and Brüninghaus 2006), all of which implement some of the behaviors illustrated in the example. Neither the ontology nor the AS-CATO program address reasoning with proposed tests, hypotheticals or underlying principles and policies.

The two remaining roles of a case-based ontology, distinguishing deep and shallow analogies and inducing/testing hypotheses present challenges that the example helps to frame.

_Distinguish deep and shallow analogies._ In order to distinguish deep and shallow analogies, the ontology will need to represent classes of claims and issues as well as an explanation of what the court decided. For example, from a superficial viewpoint, given the relevance of the _Pierson_ case, the Escaping Boar case (Table 6.1) may also appear relevant. It involves _possession_ of a _wild animal_ and, like _Pierson_, arguably, even a _nuisance pest_. At a deeper level, however, the scenario, claim, and issue of the Escaping Boar case are quite different; the claim is negligence (or strict liability without fault) and the issue involves whether the defendant possessor of the escaping animal who escaped through (or even absent) the defendant’s negligence is liable for injury sustained by his plaintiff neighbors. As suggested in Table 6.5, in order to discriminate among superficially similar cases, the ontology should support representing in a more structured way the relations among the parties, defendant’s injuries and the way plaintiff’s actions caused them, and the relevant claims and
Table 6.5  Explanation of some cases, issues, claims, factors

<table>
<thead>
<tr>
<th>Case name</th>
<th>Explanation</th>
<th>Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Popov v. Hayashi</td>
<td>Where defendant pocketed a very valuable baseball that plaintiff had caught, plaintiff won a claim of interference with property despite the issue of possession where plaintiff had not completely secured the ball before being knocked down, but was awarded only half the proceeds of sale of baseball.</td>
<td>Not caught, open land, manifest closing in, knows closing in, intentional interference</td>
</tr>
<tr>
<td>Young v. Hitchens</td>
<td>Where defendant commercial fisherman caught fish from within the still open nets plaintiff commercial fisherman was closing around the fish, defendant won claim of interference with property due to issue of plaintiff’s possession where plaintiff had not captured the fish.</td>
<td>Not caught, open land, livelihood, competes, manifest closing in, knows closing in, intentional interference</td>
</tr>
<tr>
<td>Keeble v. Hickeringill</td>
<td>Where defendant used guns to scare away ducks that land owner lured to his part of the pond, plaintiff won claim of interference with property despite issue of possession where plaintiff had not killed or mortally wounded ducks.</td>
<td>Not caught, own land, livelihood, manifest closing in, knows closing in, intentional interference</td>
</tr>
<tr>
<td>Pierson v. Post</td>
<td>Where defendant killed a fox, a nuisance pest, that plaintiff hunted for sport, plaintiff lost claim of interference with property on issue of possession where plaintiff had not killed or mortally wounded the fox.</td>
<td>Not caught, open land, manifest closing in, knows closing in, intentional interference, nuisance</td>
</tr>
<tr>
<td>Escaping boar case</td>
<td>Where defendant possessed a wild animal nuisance pest that damaged plaintiff’s property, plaintiff won claim for negligence/strict liability on issue that animal escaped through/without defendant’s fault.</td>
<td>Not caught, own land, livelihood, nuisance</td>
</tr>
<tr>
<td>Competing School masters</td>
<td>Where defendant schoolmaster scared away pupils from attending plaintiff’s school, plaintiff won?/lost? a claim for interference with a property interest where an issue involved whether the plaintiff had a property interest in students attending his school.</td>
<td>Not caught, open land, livelihood, competes, manifest closing in, knows closing in, intentional interference</td>
</tr>
</tbody>
</table>

issues. Explanation-oriented semantic networks would be a suitable representation for this type of information (see, e.g., Branting 2003; McLaren 2003; Breuker and Hoekstra 2004a). In order to assess whether cases that share some terms and factors are similar at a deeper level, the program could then map the explanations from one case to another.

By contrast, in the Popov v. Hayashi case, as we have seen, the issue re possession in a claim for enforcing a property interest are similar, even though the tackling fans are the only “wild animals” involved: defendant intercepts the “quarry” (in this case a baseball) as plaintiff closes in. The court cited the Pierson and Young cases because they involved a similar issue of possession.
If the decisions in *Pierson* and *Young* are represented as structured explanations as suggested in Table 6.5, and if the ontology supported matching explanations expressed in increasingly abstract versions, the deeper analogies would be revealed. For one thing, “baseball” would be seen as a kind of quarry like a “fox” or “fish” and “putting in one’s pocket” a kind of interference with plaintiff’s property interest. Factors would also need to be matched more abstractly. The italicizing of the factor names for the *Popov* case in Tables 6.1 and 6.5 indicates that the *Not Caught, Open Land, Manifest Closing In, Knows Closing In*, and *Intentional Interference* factors all have somewhat different senses in the context of a fan’s catching a homerun ball in a baseball stadium’s stands versus hunting a fox in a meadow or catching fish in the open sea. A baseball may be caught but will not be mortally wounded. Hunter’s close in on their living prey or interfere with one another’s attempts in a different way. And, as noted above, a baseball stadium is not Open Land, although fans are invited in and may catch homeruns that come their way. Similarly, the factors in the Competing School Master hypothetical of Part 3, with its human or economic “quarry,” are italicized in Tables 6.1 and 6.5 because the case does not involve animal quarry, the venues are not hunting venues in the usual sense, “closing in” has a different connotation, “catching” is metaphorical, and even the manner of ones livelihood and competition is somewhat different from the hunting scenarios.

How can this kind of abstract matching be managed? The factors should be expressed in terms of more abstract schema that deal with closing in on ones goals and being frustrated by external intentional interference (See, e.g., Breuker and Hoekstra 2004b). These could be mapped flexibly to different kinds of scenarios achieving analogical mapping and reuse across multiple legal domains.

The underlying principles/policies associated with factors could also inform the analogies, but they, too, would need to be matched abstractly. For instance, the *Young* case pits the policy of Protecting Livelihood against Promoting Economic Competition, arguably presenting a deeper analogy to the Competing Schoolmasters hypothetical than to the *Pierson* case. “Once the purpose of the rule is understood, analogous cases setting forth the rights of school masters become more relevant than cases dealing with foxes.” (Berman and Hafner 1993). If the abstract schema associated with these competing principles or their associated factors (i.e., Livelihood and Competes) are seen abstractly as applying to the *Popov* case with its struggle over a potentially extremely valuable baseball, then a fruitful line of argument is revealed. Of course, the ontologically-supported mapping across cases that are similar at a deeper level despite superficial differences would seem to be a subject for argument itself raising issues similar to ontology alignment (Laera et al. 2006).

**Induce/test hypotheses.** The remaining role for the ontology is to support the generation and assessment of hypotheses, namely, the proposed tests. Designing systems to induce (or abduce) reasonable legal tests or rules (and other abstractions such as issues and factors) from the decided cases and their facts, suitably represented, has been the focus of research in AI and Law. For instance, the IBP program generated and tested hypotheses predicting a winner based on a logical model of a legal claim, legal issues, and cases represented with factors (Brüninghaus and Ashley 2003). The rules derived in Chorley and Bench-Capon (2005) reflected
value preferences in past cases. Generating legal hypotheses is more challenging than ordinary machine induction, because the tests must be susceptible to being explained in terms of expert legal knowledge: principles/policies, precedents, their facts and decisions, issues and other legal rules.

As illustrated in the extended example, one way to model the kind of incremental, explainable induction that characterizes legal reasoning is to focus on the process of proposing tests and evaluating them with hypotheticals. The hypothetical reasoning process is driven by argument schema applied to problem cases and is supported by the ontology. The primary adaptive mechanism involves substituting facts and concepts from the ontology to make the hypotheticals and modify the tests. This is like case-based adaptation (Kolodner 1993: 7), except the solution is not a case decision alone but includes the test as proposed or modified; the hypothetical case is a case adaptation that helps evaluate if the test is consistent with past cases, underlying principles and policies, and anticipated future cases. A robust computational model of the process would integrate and extend techniques for constructing hypotheticals (Ashley 1990), broadening or narrowing a legal rule (Rissland and Skalak 1991) and for reasoning with values (Atkinson and Bench-Capon 2007; Bench-Capon and Sartor 2003).

A comprehensive ontological organization of the legal and factual concepts to guide substitutions would be essential, but it may not be enough. In fashioning proposed tests and tailoring them to past cases, principles, and policies, human participants in the process, such as advocates, judges, professors, and students, commonly invent new intermediate legal concepts. The extended example does not illustrate the advocates’ inventing new legal concepts, but it is interesting to think how an ontological framework and domain ontology might support that commonplace of legal argument. In drawing analogies across cases from different legal domains, concepts employed in rules of abstractly analogous cases could be adapted to the new domain with the assistance of the ontological organization. Alternatively, the ontology might support a process of composing existing terms in its ontological organization. Ontology-based automated combinations of elements have been discussed in the literature, such as causal case explanations in terms of actions and intentions (Breuker and Hoekstra 2004a) and transformation rules (i.e., weak rules of inference abstracting and formalizing procedures empirically discovered in solving cases) (Zarri 2007). It is a matter of determining appropriate guidelines and constraints for the process so that the results can be evaluated.

6.7 Conclusions

In order to help specify what an ontology for case-based models of legal reasoning and argument should provide, this paper has presented an extended example based on a legal classroom discussion the yet-to-be invented CBR system should simulate, supported by an appropriate case-based ontology. The example illustrates three roles for the ontology in supporting case-based comparisons, distinguishing deep and shallow analogies, and inducing and testing hypotheses. The paper has distilled
the ontological requirements for modeling the example’s case-based arguments and reviewed current research relevant to meeting those requirements. The first role is nearly within reach of current AI and Law technology; work still needs to be done in modeling the proposing of tests for deciding a case and the role of hypotheticals in evaluating and modifying the test in light of prior cases, principles and policies. The last two roles present challenges that will necessitate advancements in the design of ontologies and the kinds of reasoning they support.

The concrete example helps to define and focus on goals for future developments in designing CBR ontologies. It comprises a family of related, and some unrelated, or apparently unrelated, cases. The cases are almost all based on real legal cases, almost any of which could be used as a problem scenario with the other cases cited as precedents or the seeds of hypotheticals. In this sense, the extended example captures a limited but realistic argument “world” and, thus, might be an appropriate tool for designing and building a working case-based ontology. Such examples can illustrate a wide range of legal reasoning behaviors and domains providing a concrete context for modeling ontological operations. The extended example can be made more complex in an incremental way so that, as new features are built into the ontology, more advanced behavior can be simulated, tested, and accommodated.
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7.1 Introduction

The need for the development of legal ontology is increasing together with the
diversity of applications of legal knowledge management (Casanovas et al. 2007),
ranging from document retrieving, data and text mining, computer-assisted legal
drafting, rationalization of legal fields (e.g. codification), modeling legal reasoning,
multi-agent simulations, development of decision support systems for environmen-
tal or resource management, etc. The design of a particular ontology depending on
the targeted application, we postulate—in quite elusive terms—that the complexity
attached to any ontology is mirroring the complexity of the application field. At the
same time the training in and practice of the modeling of complex systems develop
a particular sensibility in the approach of scientific issues. For example the possi-
bility to build universal tools for the analysis and management of such systems is
often considered with suspicion. Indeed on the one hand the a priori setting of a
time-independent frame representing a system is discarded for the accounting of its
truly dynamical—and eventually idiosyncratic—nature; on the other hand the isola-
tion of a sub-system from its wider context—even when justified on methodological
arguments—is revisited with care and possibly criticized, relying on the idea that the
whole is only seldom just the sum of the parts.

We will introduce two main ideas. First, concerning the legal field, jurists deplore
the complexity of Law and claim for a better quality of knowledge management (see
e.g. Surden et al. 2007) able to deal with legal systems as complex systems (Doat
et al. 2007). In particular it is believed that the complexity is threatening the legal
security (see e.g. in the French context, Conseil d’Etat 2006; de Claussade 2007).
A legal corpus is also difficult to manage because it is a dynamical network (Zhang
and Koppaka 2007). Consequently, any ontology-building process should include
the complexity of the relationship between ontology and corpus.

Second, the web-based technologies and their applications are ever more requir-
ing a complete access to the available information which is heterogeneous and
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distributed. Legal ontology has been based on closed retrieval-based systems. But applications are now evolving toward the exploitation of operational multi-agent systems. Moreover, the need for linking source texts and legal contents becomes more pressing. For example, the French legal data bank LEGIFRANCE (2008), able to facilitate free access to Codes and Laws does not provide links to jurisprudence (judge’s cases) or author’s literature on the web.

From these introductive remarks we consider in Section 7.2 the production of legal ontology and comment on cases of ontology building (with the automatic treatment of natural languages or via differential principles) and uses. In Section 7.3 we precise the new needs emerging from the process of building ontology in connection with their use in the automated exploitation of large textual data bases structured in complex networks. A complementary approach is proposed in Section 7.4 that actually maps an ontology in a corpus of legal texts via a probability measure. More precisely we first associate to every concept in the ontology-tree or network a posterior probability of occurrence in the various parts of the legal corpus of interest. Then it is possible to estimate the mutual information given by one concept about another concept in this particular corpus, independently from the cognitive or logical links represented between them in the prior ontology. An information function has already been used in relation to ontology building but with no connection to the complex cognitive and structural properties inherent to a legal corpus (Lame and Desprès 2005).

In Section 7.5 we show how such endowing of an ontology with information functions provides any ontology with some plasticity and adaption capacity that responds to their use in complex cognitive environments. Indeed endowing ontology with information functions allows to estimate the pertinence of some general ontology with regard to any particular legal corpus, to evaluate the strength of the links between concepts of the ontology on the basis of their use in the corpus or by comparison in different corpuses, and possibly to update and/or recover new concepts as well as concept links unsuspected in the a priori ontology, and correlatively to tie an ontology for specific applications to a particular corpus of texts. In Section 7.6 we couple the view on a large legal corpus as a complex network with explicit or latent structures, with the mapping of ontological terms and the association of probability and information functions at different organizational levels. Finally in Section 7.7 this complex-system approach to legal ontology, information and networks is recast in the present-day evolution of the information technologies and impacts on the practice of Law, in particular the enactive web in the field of legal ontology.

7.2 Ontology Development: Dealing with Natural Language

Before building an ontology for knowledge management, it is necessary to specify the specific field that we want to represent and the goal of the representation, this choice commanding the selection of the pertinent concepts and of their mutual links.
Ontology building is performed in a collaborative workspace involving at least a computer scientist and an expert of the (legal) domain. The expert has the theoretical and practical knowledge of the field and the computer scientist brings methods and tools to represent it. They share data (ontology resources like textual corpora, transcription of interviews, formalized knowledge, other prior ontologies, etc.) but also their respective knowledge and skill by the mediation of a natural language. The natural language is a fundamental component in this process and a vector for knowledge sharing in ontology development. Indeed, the many subtleties of the Natural Language allow to define and to emphasize the complexity of a field.

Technically speaking, building ontology means indexing a corpus and/or defining some relationships between a set of terms of the corpus. In some cases the ontology building process relies on larger knowledge fields or disciplines like philosophy or legal theory. Anyway at this technical level too, the good practice for ontology building consists in delimiting a field and an applicative aim. In our research team, (Nadah et al. 2007), current ontology designs are based on a particular structure and a finite number of logical relation types, say:

- Generic structure: tree-like graphs + references;
- Small set of relations: list + references (Fig. 7.1).

Many legal ontologies use the resources of automatic treatment of natural languages or alternatively the guidelines of differential principles. The methods for
training ontologies from texts or Web pages may be classified according to the following criteria: (i) the type of sources (textual corpus, documentation from the Web, etc.); (ii) using or not using existing sources (taxonomy, thesaurus, other ontologies); (iii) technical ways used to extract the concepts, relations, axioms and instances. The linguistic methods are based on tools for corpus analysis (see e.g. SYNTEX, Bourigault et al. 2005). They take as input a corpus and provide a list of terms which are suitable for being concepts of the ontology. After this grammatical and terminological analysis, other tools (e.g. Terminae; Després and Szulman 2006) allow to start building ontologies from the results of the terms extractors. Some of these tools (like Terminae) provide a link between the termino-ontological resources and the corpus. Unfortunately, most common ontology editors do not provide a way to keep this link during the ontology development.

In Nadah et al. (2007), we describe an example of an ontology designed for licensing digital contents,¹ based on the concept of differential ontology. We intended to seek the relevant level for a generic ontology between existing formats and legal systems. It is obvious that, according to this goal, we had to start working from the existing standards, from use-cases and from law rules. Existing standards (RELs) are based on Right Data Dictionaries (RDD). Those are not based on ontologies, neither on legal rules. So, we had first to define the relevant notions to be kept in the ontology of licenses by giving a definition to each notion in natural language. Because of the resources we had to work with, it was not possible to start building the ontology with an automatic or semi-automatic system. We did not have at our disposal a corpus that would be used for Automatic Treatment of Natural Language. So we decided to build the ontology manually. Furthermore, this ontology has been built using the Differential Ontology Editor (DOE, Troncy et Isaac 2002)² according to the ARCHONTE³ approach (Bachimont 2004).

There exist different methodologies for building ontologies (Guarino and Welty 2002). ARCHONTE is more a guide for structuring the concepts of the ontology than a methodology to find the concepts. Moreover it is based on semantics and so, the ontology built according to ARCHONTE is primarily a “linguistic ontology”. The methodology consists in the use of four differential principles to help structuring the ontology (see Figure 7.1). We give for each concept of the ontology his similarities and dissimilarities with the “parent” concept and the “brothers” concepts:

- SWP: Similarity with parent;
- DWP: Difference with parent;

¹The aim was to create a Right Expression Language (REL) based on an ontology, taking both the existing standards (ODRL Ianella 2002; XrML CONTENT GUARD 2002; Creative Commons) and applicable legislations into consideration.
²http://homepages.cwi.nl/~troncy/DOE/
³ARCHtecture for ONTOlogical Elaborating
- SWS: Similarity with siblings;
- DWS: Difference with siblings.

This information is given in Natural Language, so the resulting ontology called “differential ontology” is at a linguistic level. Then, the ontology was formalized using Protégé. Protégé does not provide specific fields for linguistic information. So we changed the DOE OWL-export to allow the user to keep the linguistic fields while using Protégé (see Figure 7.2). By this way, it is possible to continue building and formalizing the ontology with the Protégé Editor though referring to the linguistic notions. These notions are relevant for the development of the ontology because they give information about the semantics associated to the ontological concepts. The DAFOE project aims at developing an open-source platform that will take into account the results of term extractors and provide to the user a link between the corpus and the ontology. It will be a further step to capture the information extracted from the natural language during the ontology building process.

However most of the time, the rich expertise gained during the ontology-building process is partly lost when the ontology is represented in a machine. Ontology builders ever more need to keep a full track of the cognitive process that led to the selection of particular links in the ontological structure. In brief, natural language is

Fig. 7.2  Linguistic information at work in differential ontology editor

---

4 http://protege.stanford.edu/
5 http://www.dafoe4app.fr/
relevant to emphasize relationships between concepts of the ontology. However even in this new generation of linguistic ontology, some relevant relations or notions of the field may remain implicit within the text and not take into account the likely evolution of the corpus and then, the dynamics of the ontology. We will show how these characteristics—dynamics is at the core of the legal knowledge—can be integrated in an extended approach of ontology-building.

7.3 A Complex-Systems Approach Applied to Legal Corpus and Legal Ontology

Legal knowledge has a main feature: though well-structured (easily available for designing “logical” ontology) it is generally considered as being scattered in a complex way in large textual corpuses. We have already proposed to objectively define the complexity in legal domains by: (a) a large number of interacting components; (b) a partial knowledge of the (dynamical) links between components; (c) a limited predictability of the system evolution and/or outputs; (d) a dependency of the system properties when observed at different levels (scales) of its organization (Bourcier and Mazzega 2007a). Note that so doing we do not separate the two main sources limiting our representation of a complex system, say its organization or structure intricacy and its intrinsic instability and our limited knowledge of the components ties and evolution rules.

More importantly this general approach opens the possibility to define quantitative measures of the legal complexity inspired from numerous studies dedicated to the analysis and characterization of complex systems (continuous or discrete, natural or artificial; see e.g. Badii and Politi 1997). Can the legal complexity deplored by jurists be measured and visualized? What are the effects of this configuration on the ontology of a field?

Usually a rich diversity of cognitive patterns and conceptual neighborhoods or clusters is emerging during the process of ontology-building. Such forms exceed the possibilities offered by the traditional representation of operational ontology in basically tree-like structures. In spite of recent improvements in legal knowledge, such limits in the representation of legal ontology correlative constrain the way complex legal corpuses are exploited or mined. Indeed we observe that legal corpuses are structuring complex networks of inter-relationships that are legally meaningful and rationally based (Ost and van de Kerchove 2002).

The mapping of the concepts of an ontology on a corpus and its endowing with (sets of) information functions present several advantages: (1) they conserve and exploit the existing ontology, whatever the limits set on its representation (like tree-like structures); (2) they allow to automatically retrieve links between any pair (or m-element groups) of concepts even not a priori expected form the ontology; (3) they can be represented as a weighted complex graph with the corpus as support (see below) in an informative layer. These functionalities preserve the full complexity of the legal field as illustrated in the following sections.
7.4 Mapping an Ontology on a Corpus via a Probability Measure

We assume that various properties of an ontology can be measured by information functions in a corpus of texts. Statistical tools, namely those presented in the following section, can map dynamics and interaction between terms, set of terms and contexts either in the same corpus, or between corpuses. In the following example, we show how the tangled meanings of the “reproduction”, “representation” and “placing at the disposal” (mise à disposition) that are difficult to represent in a legal ontology of the field of the Intellectual Property Rights, can be tracked in a legal corpus (here the French Code of the Intellectual Property, CIP for short) and their mutual information sharing measured.

The French legal codes, like the CIP which is the corpus $C$ in our example, are usually divided in a legislative and a regulatory part. The legislative part of main interest for us is subdivided in books, titles, chapters, sections and articles. This hierarchical organization of a code corresponds to a tree-like structure. Now let $x$ be a notion or a concept in an ontology (in our example $x =$ “reproduction” or “representation”, etc.), and $a_k$ the $k$th leaf (e. g. the $k$th article) in the corpus $C$. We associate with $x$ the number $n$ of its occurrences in the text $a_k$, say:

$$n \{x(a_k)\} = \text{number of occurrences of } x \text{ in } a_k$$  \hspace{1cm} (7.1)

$n \{x(C)\}$ being the total number of occurrences of the concept $x$ in the corpus $C$ (the union of all the $a_k$), we can associate to $x$ the probability $P$ of occurrence over any text $a_k$ (or union of texts) of the corpus by estimating the ratio:

$$P \{x(a_k)\} = \frac{n \{x(a_k)\}}{n \{x(C)\}}$$  \hspace{1cm} (7.2)

Obviously if $x$ is not appearing in $a_k$ the associated probability is 0. If $x$ is not appearing in some subset $c \subset C$ we similarly have $P \{x(c)\} = 0$. Conversely if $x$ is appearing in $a_k$ only we have $P \{x(a_k)\} = 1$. Several comments are worth developing from here. In the way we build it, the probability $P$ is neither a theoretical nor an a priori probability function but an empirical or posterior probability, estimated from the observed frequency of occurrence of $x$ on a definite corpus $C$. Nevertheless some theoretical properties of $P$ are valid, and more elaborate statistics can be used as shown below (information functions). Indeed, by construction, we necessarily have $0 \leq P \leq 1$, and the probability of the union of two independent events is the sum of the probabilities associated to each event. But the most decisive step we have accomplished is elsewhere. By using a legal corpus $C$ as a support for the definition

\footnote{Note that if $C$ is a large legal corpus, the zero occurrence of a concept $x$ somewhat disqualifies $x$ as a component of the legal ontology (though $x$ is likely to belong to a core ontology).}

\footnote{We find the intuitive notion of a measure that was elaborated by E. Borel in the development of a mathematical theory of measure funding the probability theory (see Halmos 1974).}
Fig. 7.3 Schema of the association of probability measures to concepts in an ontology. In this particular example representation and reproduction are concepts of an ontology developed from the intellectual property rights, related by some ontological link (for ex. they are instances of the same class “exploitation rights”). These concepts are looked for in the corpus (mapping) and the posterior probabilities of occurrence are estimated. Finally the average mutual information between these two terms in the whole corpus or local mutual information in part of it is estimated and used to weight the a priori ontological link.

of a probability function associated to events of concept-occurrence, we directly link an ontology with a corpus through a measure (as schematized in Fig. 7.3).

The probability $P$ can be associated to any other concept $y$. When $y$ is an instance of $x$ considered as a class of object, we intuitively understand that looking at the way the mapping over $C$ of the probability $P\left[ x(a_k) \right]$ changes into the mapping of $P\left[ y(a_k) \right]$ provides a kind of visualization of the downscaling process in the ontology levels over $C$ (respectively up scaling process when substituting the map associated to $y$ for the map associated to $x$). Of course such transformation must be operationally defined. For example, we can translate the definition of the generic event “class $x$ is appearing in $a_k$” by a univocal definition “class $x$ appears in $a_k$ if any of the instances of $x$ appears in $a_k$”, and we count as an individual event every such occurrence. More specific counting rules—and so forth probability definitions—can be proposed depending on the purpose of the combined corpus and ontology analysis.

Within the ontology the link between $x$ and $y$ (if any) can also be of a general type of relation (e.g. subsumption that induces tree-like graphs, or meronymy that induces directed acyclic graphs in the ontology) or of a specific type related to the analyzed context. As explained now, the statistical significance of such link over $C$ can also be measured with the appropriated tools.

From the joint event of $x$ and $y$ occurring in the text $a_k$, we define the joint probability $P[x(a_k), y(a_k)]$. Considering the sum of the contributions of the constitutive texts $a_k$ we also have the joint probability over the corpus $C$, say

---

8For example we might be interested in analyzing the legal relationships between the various administrative courts or between different legal bodies in charge of the management of the Intellectual Property Rights in the French or European legal systems. These relationships are themselves relevant legal concepts.
\[ P[x(C), y(C)] = \sum_k P[x(a_k), y(a_k)] \]

In the case \( x \) and \( y \) only seldom appear together in the texts, the joint probability will be near zero (exactly 0 if they never occur together in any text \( a_k \)). Now we can define the averaged mutual information (hereafter \( AMI \) for short) function between \( x \) and \( y \) over the corpus \( C \) by:

\[
I_{AMI}[x, y]_C = \sum_k P[x(a_k), y(a_k)] \ln \left( \frac{P[x(a_k), y(a_k)]}{P[x(a_k)]P[y(a_k)]} \right) \tag{7.3}
\]

Note that removing the sum provides the estimate of the information content over the single text \( a_k \) (with a lower level of statistical significance). If the occurrence of \( x \) and \( y \) are independent from each other, then the average mutual information drops to zero (the argument of the logarithm \( \ln \) function is 1). An interesting property of \( I_{AMI} \) is that it can reach quite high values even when the probabilities of occurrence of \( x \) and of \( y \) are low: if the joint probability is much larger than \( P[x] \) and \( P[y] \), then the mutual information is high. Indeed in such case the rare events of occurrence of \( x \) or of \( y \) tend to happen simultaneously, a clue for a high local level of mutual information. \( I_{AMI} \) is an average information measure because it sums the information content over a set of texts (sum over the articles \( a_k \)).

It is a mutual information because it is symmetric in \( x \) and \( y \) (formally, \( I_{AMI}[x, y]_C = I_{AMI}[y, x]_C \)). In other words, \( x \) says on average as much about \( y \) as \( y \) says, on average about \( x \).\(^9\) The \( AMI \) function is a measure of the information that \( x \) (resp. \( y \)) contains about the concept \( y \) (resp. \( x \)) over the corpus \( C \). It is also an abstract measure of the reduction of uncertainty that the knowledge of concept \( x \) brings to the knowledge of concept \( y \) (or the reverse). The \( I_{AMI} \) function can be mapped or visualized over the corpus \( C \) by representing its value on each constitutive text \( a_k \). Moreover the definition of \( I_{AMI} \) is compatible with any geometry of the probability support: \( C \) can be a tree-like graph like in Fig. 7.4 a network of texts, a non organized set of texts, etc.

Before shifting to the interpretation and meaning of this figure, it should be noted that the information function (eq. 7.3) can be easily generalized at least in two main directions. First, in the same way we have estimated the joint probability of 2-component events “\( x \) and \( y \)”, it is possible to evaluate the joint probability of a \( m \)-component event. For \( m=3 \), we count the number of occurrence of the three terms \( x \), \( y \) and \( z \) in each article \( a_k \) and then normalize this number by its total number of occurrence in the corpus \( C \). This gives us the joint probability \( P[x(a_k), y(a_k), z(a_k)] \). The definition of the 3-component average mutual information function is then easily derived from such \( m \)-variables joint probability (see eq. 7.3). Second, conditional information functions can be also estimated, starting from conditional probability functions and proceeding similarly. The conditional event \( x(a_k) / y(a_k) \) is counted

\(^9\) \( I_{AMI}[x, x]_C \) the self-information function is not trivially 1 and can be mapped as well on a corpus.
Fig. 7.4 Part of the structure of the code of the intellectual property is represented: the 3rd title of the 3rd book of the legislative part of the CIP is the root of the tree structure. This title (triangle T3) is subdivided in 6 chapters (round rectangles C1–C6). Each chapter is composed of several articles (round rectangles A1, ..., A6). The posterior probability of occurrence of the term “representation” (respectively “reproduction”) is given in the ellipse (respectively octagon). The local mutual information between these two terms in this corpus is given in the diamond-shaped vertices. (Note that no symbol is drawn for zero probabilities or information)

when \( y(a_k) \) occurs if \( x(a_k) \) has occurred. Conditional probabilities can be estimated from the counting and normalization of the occurrence of conditional events.

Then in a way similar to eq. (7.3), conditional average mutual information functions can be estimated. Here also, m-component conditional probabilities and information function can be formed and used too for a finer mapping of the groups of ontological concepts in the corpus.

7.5 Ontology, Information and Legal Corpus

Some very interesting applications of the AMI function can be foreseen. Indeed the functional link so created can be used in two ways: (1) from the ontology to its mapping support (the corpus); (2) from the corpus to the ontology.

First it is observed that the meaning of some concept tends to evolve under the pressure of historical or social transformations. For example among many others, the concept of “family” is subject to an internal transformation due to the nowadays possibility to have surrogate mothers; our concept of the environment is surely much changed with regard to the dominant acception in the 60’s or even 80’s; intellectual property rights are facing the completely new opportunities of reproduction,
representations and placing at the disposal of many individuals thanks to the development of new information technologies, etc. The probability mapping over a large legal corpus efficiently identifies those parts of the Law system the most prone to direct impacts, consecutive to the semantic changes. Further considering the graph structures associated to text hierarchy (tree-like) and cross-quotations (network), the areas where these impacts are likely to propagate into the corpuses are also identified. The mutual information function provides clues about the mutually informative concepts related—in our simple example—to the reproduction or to the representation that will be necessarily revisited. This effect of information propagation is most unpredicted when looking at the sole ontology, but efficiently anticipated when considering the mutual information of pairs (or m-plets) of concepts on a given large legal corpus.\footnote{Considering these examples, the jurisprudence would be a very interesting corpus to explore with such information mapping tools, with also the possibility to consider particular periods of special social interest or technological developments.}

Second, let us consider the link from the corpus to the ontology. It is likely that a legal ontology—even a complex one—lacks some important relations between concepts (implicit relations). From a legal cognitive point of view two concepts can be issued from very different parts of Law, or have emerged from more or less independent historical process but still be mutually informative, or “close”, over a given corpus. Such mutual information content can be automatically detected over a corpus, matching in turn all pairs of terms in the ontology, irrespective of the eventual links (whatever they represent) or absence of links being a priori set between them (see Fig. 7.3 where the ontological link and the informative link are intentionally distinguished).

Let us work a short illustration. In the French Code of the intellectual Property the concepts of reproduction and representation are distinguished. Obviously there is no direct or trivial link between the two notions (neither can we identify a short path of relations leading from one concept to the other), except at the level of root classes. In Fig. 7.4, we limit the representation of the analyzed corpus to the 3d Title (see the central node named T3) of the 3d Book of the CIP\footnote{In this work we only consider the Legislative Part of the CIP.} (version of April 2009). We count 35 (resp. 86) valid occurrences of the term “representation” (resp. “reproduction”) in the whole CIP. Consequently the probability associated to a single occurrence in an article is $1/35=0.0286$ or in percentage $2.86\%$ (resp. $1/86$ or $1.16\%$). The average mutual information over the CIP is

$$I_{AMI}\left[\text{representation, reproduction}\right]_{CIP} = 3.51 \quad (7.4)$$

This is the measure of a significant mutual information content (remember that the mutual information between independent terms drops to zero) between these two terms. But proceeding to the estimate of the AMI between the terms “reproduction” and “placing at the disposal of” we find an even higher level of mutual
information\textsuperscript{12} (say 5.80). This higher AMI level or loosely speaking, higher proximity of these two last terms is likely to result from the corpus, say a code regulating the Intellectual Property Rights. In this context the reproduction of a work of art for example is, from a legal point of view, directly related to its placing at the disposal of the public for example. Conversely at the ontological level, the concepts of \textit{representation} and \textit{reproductions} will be much probably felt as in a narrower neighbourhood.

The posterior probability of occurrence of the “\textit{representation}” and “\textit{reproduction}” terms in the articles of the 3d Title 3d Book of the CIP are mapped in Fig. 7.4 together with the AMI level found at the scales of the articles. The article L332-1 of the CIP (noted A332-1 in Fig. 7.4) is simultaneously exhibiting the higher probabilities for the separate terms and the higher local AMI level. This article is mainly presenting legal dispositions to be taken in the case of infringement. It is obvious that it is this context of occurrence that enhances the mutual information between these two terms, a configuration that could be hardly anticipated from any ontology-building process.

Many other tools can be designed and implemented in order to link an ontology and its mapping. Among others: (a) looking for the concept that maximizes the mutual information with a chosen concept \(x\); (b) building higher level information functions like conditional mutual information (mutual information between \(x\) and \(y\) conditioned by the occurrence of \(z\)), chain rules for information (the mutual information between the chain of concepts \(x_1x_2\ldots x_q\) and the concept \(y\)), etc., these functions basically evaluating the information brought by one concept about groups of concepts (in a conditional or non conditional manner).

Note that the probability and AMI functions can be defined on any support geometry, on trees as in Fig. 7.4, but also on networks or mixed graphs. The difficulty—and interest—is well illustrated on the estimation of joint probabilities. There are at least two ways for their estimation. We can consider as an event the presence of both the \(x\) and \(y\) concepts in the same article, a computational strategy corresponding to a statistically-based estimate of the \(I_{AMI}\) function. Or we only consider as a countable event their simultaneous occurrence within a semantic link (as in the present example). The second option is computationally much more difficult to implement but allows to proceed to semantically-based estimates of the mutual information between ontological concepts in a corpus.

### 7.6 Scaling Issues in the Ontology Mapping

The smaller scale objects that are represented in Fig. 7.4 are law articles. Because the French legal codes are internally organized as a hierarchy of levels (from the bottom

\textsuperscript{12}It is interesting to note that this higher mutual information level is still resulting from a smaller number of occurrences of the joint event [\textit{reproduction, placing at the disposal of}] with regard to the joint event [\textit{representation}, \textit{reproduction}]. The reason is that the systematic joint occurrence of rare terms is highly mutually informative.
Fig. 7.5  Same as Fig. 7.4 but the smaller scale objects in the corpus representation being chapters (articles in Fig. 7.4). The probability estimates and average mutual information are aggregated at the level of chapters.

up: articles, chapters, titles, books and parts), the corpus is a tree-like structure, the articles being the leaves. Basically we also associate the posterior probability of occurrence of a term to the supporting articles, as well as we do for the AMI between any pair of terms. The too large number of articles in the CIP\textsuperscript{13} dissuaded us from representing this corpus up to the resolution of the articles. An alternative representation would be to aggregate the probability (or information) at the scale of chapters and draw the resulting map, as illustrated in Fig. 7.5.

Now imagine that we take a look at a larger scale. The first larger scale entity that we shall see will be the whole CIP itself: in this picture (not drawn), all the chapters of the CIP will appear with the associated probabilities of the ontological terms of interest. Looking further at a larger scale we shall see the “nearest” codes as can be seen from a map of the code locations in some abstract space. Indeed in a recent study we have shown that considering the quotations between codes, the set of the French codes presents an underlying structure (Mazzega et al. 2009): ten codes are constituting the kernel of the legal system (a code community that, following the expression in use in the analysis of social networks, we call the rich club) as being strongly tied together and the most quoted and quoting codes. Then two stable communities of respectively 12 and 11 codes also appear, the first one most relevant for the social and economical issues, the second one rather centred on the territories and resources (Boulet et al. 2009). However the CIP is preferentially linked to the first community but without being in the stable pool of codes: depending on the formal criterion used to partition the graph into community, the CIP does or does not belong to this community of “socio-economical” codes.

\textsuperscript{13}This is a general property of most codes. For example there are 1,266 articles in the 2007 version of the legislative part of the Environmental Code (Bourcier and Mazzega 2007b).
Still moving to a larger scale view, we shall find the legal system of all the French codes that form a dense network of corpuses. Once again, considering terms of interest for a given enquiry, the probability of occurrence and the mutual information can be estimated and mapped on the network of corpuses.

At this level the number of chapters present in all the codes will be high and it might be decided to sacrifice some resolution in order to improve the readability of the ontological mapping, considering only Books as the identity of smaller resolution. Even larger view would take into the picture the legal systems of the European Union Member Sates, and then the full international legal system that without doubt constitutes a large complex network.

7.7 Discussion and Perspectives

We will first discuss the novelty of these tools compared to the traditional approach of legal ontology built from natural language corpus. Then we shall pursue our discussion on the relevance of complex systems approach to build legal ontology.

7.7.1 Discussion about Information Functions in Ontology Building

Using measure to embed an ontology to a corpus is not opposed but complementary to the “traditional” use of ontology. The choice of the concepts for which we might wish to associate a probability of occurrence or estimate the mutual information may be driven by the ontology. In the previous sample, the concepts “representation” and “reproduction” were selected because any expert of the domain knows that those concepts are “linked”. Conversely, measuring the occurrence probability and Average Mutual Information of concepts allows finding new relations between the concepts of the ontology, or making implicit relations explicit. As explained in Section 7.2, traditionally ontology building is based on human analysis at some stage of its development. We do not aim at automating the building of legal ontology. However given the fact that some domains are cognitively and/or structurally complex, we need other tools to capture and preserve this complexity as a characteristic of the field. A probabilistic reading of such field can enrich the linguistic one.

In the field of legal ontology building, the logical level can be enriched by the statistical level to compare and improve ontology or to do ontology fusion. In our example in the domain of Intellectual Property Rights the terms reproduction and representation are stable: however if we consider beyond the context the dynamics, in the corpus in IPR the content and the associated links of reproduction are continuously changing (between statute law, case law, legal literature, any legal authoritative interpretation). Moreover the term reproduction can also link new various legal sets of terms or contexts (following the evolution of multimedia supports).
7.7.2 The Complex Systems Approach and the Human Expertise

The objective of the complex system approach is however radically different from the traditional approach due to several aspects: we can integrate the dynamics of legal concepts, we use the huge capacities of corpus on the web and we avoid the human expertise as an a priori construction.

A legal ontology can be thus represented as continuous in dynamic networks such as the semantic web. Then we should attempt to answer the two following questions: In what way and to what extent the meanings of the same expression are similar and different, according to the context given by the whole sentence? How can this meaning move through time? Human experts have the remarkable skill to interpret the meaning of an expression depending on its context through long range interactions and on the date of the text. The increasing quantity of texts makes this encyclopaedic knowledge less and less tractable for human experts with bounded capacities of reading or memorizing.

In the next steps, a generic automatic method for transforming any corpus into an enactive web, continuously emerging with the activity of the experts or users communities can be applied. Enactive web means to represent or perform in or as if in a play; to act out. For example, any new configuration in a sub-field of law will be able to produce a new map. It makes possible to extract “bottom-up” dictionaries and continuous contextual ontology produced by the platform enable to measure the rates of evolution and co-evolution of law, jurisprudence, legal doctrine and legal dictionaries into and between different European countries. It could help the European legislator to compare (almost on line) the evolution of legal European ontologies.
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Chapter 8
The Multi-Layered Legal Information Perspective

Guido Boella and PierCarlo Rossi

8.1 Introduction

This paper tries to lay the basis for a procedural model that could contribute to improve the interoperability of legal ontologies. At the same time it focuses on critical points of current use of legal ontologies due to the fact that often the practice of law is disregarded.

Generally speaking, ontologies respond to diverse functions. One is related to the structuring of information; another is for reasoning and problem solving. There are ontologies aiming at information retrieval; while others are aimed at semantic integration. Finally, ontologies are useful for knowledge discovery or for the domain understanding (Valente 2005). As to the legal domain, all of these ontologies may play a role, according to the tasks for which they are applied. Legal ontologies are very varied, according to their building methods (such as bottom up v. top down approach), to their levels of formalisation (lightweight v. heavyweight ontologies), to their granularity (by the means of data amount and representation subjects).

This state of affairs is normally justified by the recourse to the diverse functions of ontologies. However, the ascertainment on what the law is inevitably impinges on several ways to build legal ontologies. We do not refer here to the philosophical debate on the nature of law. Normativity is a relevant phenomenon of law and normativity is communicated by linguistic means. Norms, too, exist in a non-linguistic sense: rights are intersubjective facts which emerge from behaviors and they can be rendered explicit by linguistic means. The real question is the operational understanding about the content of normativity. Such content is a social product because our experiences of intersubjectivity are not simply a set of sense-data, but rather the result of our application of socially-influenced conceptual frameworks to the interpretation of that sense-data. Different conceptual frameworks may change our notion of which legal rules should be applied in a single instance and how they could
be detected. These frameworks are normally underestimated in ontology engineering, subsuming them into the general cognitive or philosophical tenets at the basis of top level ontologies, or reducing them to the specific content at the basis of task level ontologies.

It is precisely because law is inherently multilevel, that we need to maintain several levels in the ontological structure in order to explain the different aspects of law. Although, of course, we can only produce incomplete subsets of the multilevel account of law.

8.2 The Interoperability Issue

Semantic interoperability is one of the main issues about knowledge engineering in order to avoid the construction of numerous contents not properly communicating with each other. Knowledge represented in a specific format should be interoperable with other knowledge bases.

The context of web applications such as e-commerce transactions requires an effective communication among different knowledge bases.

Beyond the syntactic dimension constituted by the varied representation languages, such as RDF, OIL, OWL, XML, XOL, a shared vocabulary and a similar knowledge model are needed.

To achieve the “legal interoperability” one could argue that ontologies should represent all the concepts and instances of any legal domain and, then, create a knowledge model to ensure the correspondences. Large knowledge bases are difficult and expensive to build. Consequently, ontology developers are normally devoted to find a knowledge model that could be applied independently by single domain requirements. This choice implies that effective applications needed by final users are often based on content dependent vocabularies and taxonomies without sufficient matching with knowledge models.

Numerous knowledge models have been proposed according to two approaches. The first is devoted to the identification of a core ontology of law that can clarify the fundamentals of law. Among the most well-known core ontologies, FOLaw (Functionnal Ontology of Law) (Valente 1995), LRI-Core (Breuker and Winckels 2003), CLO (Core Legal Ontology) (Gangemi et al. 2003) may be mentioned.

The second one is devoted to the adaptation of foundational ontologies to the particularities of the legal domain. Top-level ontologies have recently been the subject of much research, as they facilitate the representation of commonsense necessary for human-like understanding and reasoning. This work has been concentrated to the enrichment of commonsense notions with legal biases, extensions and occurrences, such as LLD (McCarty 1989), or NM-L (Shaheed et al. 2005).

All these solutions aim at improving an unitary conceptualization of law, according to the main tenets of ontology developers. A well known definition of “ontology” is “formal and explicit specifications of a shared conceptualization” (Gruber 1995).
However, shared conceptualizations of law are difficult to be detected. One reason is that conceptualizations cannot be inferred only from legal texts. Several legal contents are present in the diverse jurisdictions and different legal systems support the production, interpretation and implementation of such contents. The corpus of laws in effect in each jurisdiction does not give us any clear indication of the legal rules operating in that legal order. Despite the fact that legal norms are ultimately based on formal sources, a meaningful understanding of a legal order requires also the comprehension of other rules influencing the legal process. They are related to the institutional context (such as the functioning of the judiciary, the influence on the legislative process of bureaucratic elites and so forth) and to the socio-cultural context (such as the legal education system, the role of the ideology on legal practice, and so forth).

A discussed topic in the knowledge engineering literature is that ontology axioms only indirectly account for a conceptualization. A large part of the intended meaning of the ontological concepts will remain implicit between ontology developers (Guarino 1998). In the same way, to encode the rules pertaining of the legal domain, the conceptualization of all legal rules should be explicit. Unfortunately, part of these rules are not rendered explicit, because institutional and socio-cultural contexts are always the preconditions of the legal process and jurists are not completely aware of them, even if these work as conceptual frameworks. Comparative law as well as, more recently, ethnographic research (Benjamins et al. 2004) are enriching legal knowledge engineering with instruments for legal rules explicitation. However, the results from comparative law and legal anthropology demonstrate that within and without any legal system there are self-differentiating legal patterns and historical traditions. The unitary compulsion of national authoritative law drove to cover over difference, but today many scholars insist upon the pluralism of any legal experience.

Another reason is constituted by the nature of legal language that can be misleading whether ontology developers stress its representational feature. Legal language has many usages indeed. It can be used to represent something (such as legal doctrine), to manipulate someone (such as the rhetorical communication in judicial claims), to do things in the social world (such as “commands” in legislative or judicial texts). There are not tight boundaries between these usages: persuasive opinions of legal scholars may influence the legal provisions in the enactment of a statute, as well as the performative nature of judicial opinions in common law systems may be shifted by the recourse of distinguishing in further decisions. Legal scholars and practitioners surf the translation from a language of factuality to that of normativity, from cases to doctrine and to policy. In contemporary legal debate, the question of how law should be conceptualized for theoretical versus pragmatic purposes remains, by and large, unresolved. This consideration implies that law is always fragmented in several conceptual frameworks with different features and objectives. And these conceptual frameworks may change according to time and events in the practice of law.

Therefore, any effort to improve the legal interoperability may begin by integrating the current solutions by a different perspective.
Legal knowledge can only be established through a knowledge-producing process. This process is determined by the intertwined effects of diverse pre-existing conceptual frameworks, institutional practices, prior normative commands, decisions of the legal actors, influences from other social and economic forces that are interested and determined by the legal process itself. Moreover, all elements may change in relation to different legal systems or different domains (like labour protection or financial services regulation) where the legal process is involved.

In consideration of this complex picture, ontology developers may prefer to analyze those elements that are quantitatively or qualitatively prevalent in the legal process. However, any explanatory priority for some elements may hinder the interoperability if other elements, underestimated in the knowledge model, are prevalent in different legal systems or domains.

Nevertheless, legal knowledge cannot be considered as a monolithic entity. A modularization of legal knowledge is more useful to manage large concepts with efficient reasoning. The introduction of modules with local semantics may help to analyze diverse legal systems or domains, providing a basis for the development of methods for localizing inference.

In the model we propose, lightweight ontologies are normally built, reviewed, and maintained by several types of knowledge experts, according to the expertise of different legal systems or domain experts. This constitutes the first layer (L1) that represents information about legal content as interpreted at a certain time by a certain community of experts. In our current project Legal Taxonomy Syllabus (Rossi and Vogel 2004; Ajani et al. 2007, 2010) we have lightweight ontologies of European different legal vocabulary and concepts (EU and five national jurisdictions) related to specific domains, such as consumer law. L1 allows multiple representations of the same domains, according to several extensional ontologies obtained by the legal literature.

The second layer (L2) is constituted by service ontologies, enabling the definition of roles and behaviours for agents in charge of executing tasks related to the specific domains considered by L1.

The third layer (L3) is devoted to link L1–L2, allowing to convert service concepts into/from domain concept ones, through a refinement in terms of ontological relations. The fourth layer (L4) is constituted by the state of art in core concepts ontology, but it is constantly enriched by the results of intensional semantics derived from the outcomes of the procedural model (L1–L3) applied to numerous legal systems and domains. The L4 is based on a set of orthogonal concepts that provide a basis for defining the legal process in a more complex way, independently from single applications.

8.4 A Scenario

In this section, we illustrate the model by analysing a scenario from regulatory compliance. We are inspired for this example by the ongoing work in the project
The domain of the example is the Markets in Financial Instruments Directive (MiFID) 2004/39/EC, a European Union law that provides harmonised regulation for investment services across the Member States of the European Economic Area.

Large enterprises like banks and financial intermediaries are being subject to principles and regulations issued by national and supranational institutions (e.g. European Union). These oblige them to manage the risks of not being compliant to regulations, whose number increase continuously and which are of an ever-growing complexity. Enterprises are requested to set up specific functions to monitoring compliance, like, for example, the compliance management office. The non-compliance risk is the operative risk of being subject to penal or administrative sanctions, to relevant monetary losses, or to reputation damages for violating laws or self regulations. Risk is the possibility of being damaged due to circumstances which can be foreseen or not and are related to the probability of a damage event and risks are proportional to the seriousness of the damage.

Once a year the appointed offices have the task of identifying and evaluating the major risks of conformity and to plan the proper management actions.

Regulatory compliance requires the following steps. The compliance manager has:

1. To identify the legal provisions in order to evaluate the relevant regulation, in particular each time there is a new regulation, and to evaluate its impact. To evaluate the relevance for the business domains. To establish their normative interpretation and identify the prescriptions.
2. To identify the different domains of business: in particular, to identify roles which are responsible for risks and processes and activities of different domains.
3. To map prescriptions onto processes in order to detect the risks in the business processes; to define and apply methodologies to evaluate the risks.
4. To monitor the performance of rules and procedures to deal with risks.
5. To report to top offices according to the compliance program and to all offices involved in the compliance management.

The first three steps obviously seem to require the use of ontologies for facilitating the mapping between regulations and processes: building an ontology for the regulations, an ontology for the internal organization processes and business rules of the enterprise that have to show to be compliant, and to make the two ontologies interoperable.

However, this intuitive strategy is not viable in this naive formulation.

First of all, as many other regulations, MiFID is a multilevel regulation: the norms in the European Directives are then implemented by the national legislator (e.g., in Italy, TUF 98/58, Reg. Consob 16190 Intermediari, Reg. Consob 16191 Mercati).

From the ontological point of view this leads to the necessity of a double level ontology to represent both the concepts from the European point of view and the concepts from the national point of view. The European and national concepts may or may not be associated with the same terms. For example, a term in the Italian version of the directive may be translated in the implementation with a different Italian term, still maintaining the same meaning at the two levels, maybe because the same concept was already present in the system named with a different term. Vice-versa, a term from the directive which is directly imported in the national implementation without any change can assume a different meaning. Finally, the term can be translated in the national implementation with a different term with a different meaning. As a small example consider Art. 28 of Italian language version of Directive 2006/73/EC implementing Directive 2004/39/EC in comparison with Art. 35 of Reg. Consob 16190 where “supporto durevole” is implemented as “supporto duraturo”.

These shifts in terminology could be motivated by different situations: an Italian term in the directive could have already a different meaning in the national system, so another one has been used in the implementation to identify the concept introduced at the European level. Otherwise, the term is introduced in the national system with the same meaning as in the European directive, then due to a different legal interpretation, the concept in practice may assume a diverse meaning.

This implementation process gives place to further problems in case of enterprises working at the transnational level, since not only the MIFID can be implemented in different ways in different countries, but also the socio-cultural contexts in which legal rules of MIFID are transferred will have an influence on the ontology of the law implementing the directive. Thus, such enterprises will get a plurality of ontologies which possibly diverge.

From the point of view of the representation by means of ontologies of such legal knowledge, the above discussion raises several issues. First of all, legal ontologies must be multilevel, to take into account the differences between the European level and the national implementations. Second, the ontologies must be multisystem, to take into account the ontological differences between the different national systems. Third, approaches that aim at annotating legal texts with formalizations of rules in languages like LKIF-rule, RuleML, RIF, SWRL, etc. concerning definitions or prescriptions must beware to consider such rules as the ones which compose the legal system, since the legal culture interpreting them must be considered too. Otherwise they will fall in the still recurring positivistic illusion.

Some approaches to legal ontologies are compliant to these requirements, like the Legal Taxonomy Syllabus, where the European vs national levels and the multisystemic issues are considered. This is realized by means of separated ontologies, a common one for the European level, whose concepts have linguistic realizations

---

2We disregard the possibility of conceptual ambiguity among the different translations of a Directive in the different languages. Alas, such assumption is not always true, and there can be conceptual differences already in the different linguistic versions of the same directive.
in the different languages of the EU, and distinct ones for the national systems, whose concepts have linguistic realizations in the respective national languages. The European and national levels are related via an implementation link between concepts to indicate how the national system has implemented a concept present in a directive and with which terminology. The translation between the terms of the different languages in the meaning they have at the European level is realized via the common ontology, while the translation at the national level is possible only if explicit links are added between the corresponding concepts in the separated ontologies at the national level.

Moreover, in the Syllabus rather than attaching the definition of concepts as rules inside single legal texts, concepts are defined independently on the basis of the knowledge extraction from different sources like statutory laws, case law and legal literature. These sources are related to the concept to support the interpretation leading to its meaning, which can differ from the literal one proposed by single legal texts. At the same time, the norms supporting a concept constitute the context in which the term denoting the concept assumes such a meaning. It is well known, in fact, that terms, like, e.g., “withdrawal” in Directive 97/7/EC and Directive 90/314/EEC change their meaning depending on the norm defining them. This approach does not prevent, however, to represent the meaning of a term as given by the literal interpretation of a norm, since this situation can be represented by specifying the norm as the only context of the concept. The feasibility of such a flexible approach rests in the fact that the Syllabus provides a temporal stratification of concepts (Ajani et al. 2010), where the same concept can evolve over time depending on the modifications of the norm defining it, or on the interpretation provided by case law or doctrinal reconstructions, which can be added as subsequent sources of the meaning after the initial norm defining the concept.

Coming back to the regulatory compliance scenario, there is a further problem concerning ontologies. The conventional wisdom suggests that it is possible to have a legal ontology with a full description of the regulated process in the bank or insurance companies. It cannot be found in the MIFID provisions. The legislator is not able to foresee all processes to be regulated, so it cannot commit to a specific ontology when designing a law. By recourse to legal interpretation we can partially overcome the incompleteness of statutory law. The abovementioned double level ontology of Syllabus corresponds to L1 of the procedural model. It permits to elaborate extensional ontologies related to the described domain.

Alternatively, someone may consider the feasibility of building an ontology of the processes implied by MIFID regulation within the interested companies. Therefore, this ontology could be enriched by the concepts from MIFID, mainly sanctions for non compliance. This vision however is not correct. It is already difficult to assume that it is possible to construct a coherent ontology of the organizational structure and processes of companies, given the temporal stratification of legacy information. Much more critical is the assumption that processes may couple the schemes provided by the MIFID regulation.

Conversely, the definition of the roles and behaviours for agents in charge of executing tasks related to the scope of MIFID (L2), without considering the need
of matching this ontology with the ontology of L1, gives the possibility to work in L3 with a contrastive comparison. This comparison may allow to discover the misalignments between internal company organisation as shown in L2 and the legal statements about company organisation provided by L1. In this way, the ontology of legal potentialities may emerge in the particular company choices, the black letter rule of the law and the legal interpretation about it.

The verification of these potentialities can be done by the orthogonal concepts of L4 that may offer solutions adopted in similar cases by the means of broader conceptual frameworks.

Thus, the ontology that can be constructed adopting the proposed model can be a partial one and a specialised one. Our experience with the ICT4LAW project is that rather than employing a unified knowledge model starting from one single perspective, it is better to work on the several single layers without assuming their reducibility to another layer or not.

This method follows a bottom–up approach, but it allows to make new knowledge emerge from the interplay between several dimensions, such as regulation vs business processes, and it facilitates the mapping between the specialised knowledge bases and the various conceptual frameworks.

The prospective objective of the proposed model could be to reconstruct conflict situations in accordance with basic principles of understanding that are the product of a sufficient consensus among explicit conceptualizations instead of a search for objectivity from a single theory of legal normativity.
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Chapter 9
Legal Ontologies: The Linguistic Perspective

Maria Angela Biasiotti and Daniela Tiscornia

9.1 Introduction

The representation of legal concepts in ontological frameworks helps the understanding, sharing, and re-use of knowledge bases, as it makes explicit assumptions about legal knowledge, mediates storage of legal rules and supports reasoning on them. Since legal domain is strictly dependent on its own textual nature, a methodology for ontology construction must privilege a bottom-up approach, based on a solid theoretical model. Such a model expresses in a coherent way the links among the conceptual characterisation, the lexical manifestations of its components and the universes of discourse that are their proper referents. Considering the complexity of the law, methodologies based on ontology learning techniques seems to be the most promising way to fill the gap between dogmatic conceptual models and lexical patterns extracted from texts.

Ontology learning techniques are tools for automatically extracting information from texts and for giving a structured organisation to such knowledge; this means combining lexical information and formal semantics, by codifying relations between concepts, their linguistic realisations and the contexts that contain them. To grasp the characteristics of the legal world, the requisites of such a methodology require specific approaches able to capture the multi-layered structure of the discourse, the extensional semantics of open textured concepts and the ontological characterization of the interpretative process in concepts construction.

The aim of this article is, therefore, to set out, through a description of some of the projects that have been implemented by the authors, the methodological routes for constructing legal ontologies in applications that, due to the tasks they intend to achieve, should maintain a clear reference to texts. The article is divided in six sections:\footnote{Daniela Tiscornia is author Sections 9.1, 9.2, 9.3, 9.4, and 9.5 and Maria Angela Biasiotti is author of Section 9.6.}: from Sections 9.2, 9.3, 9.4, and 9.5 we address methodological issues, by
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\footnotemark[1] Daniela Tiscornia is author Sections 9.1, 9.2, 9.3, 9.4, and 9.5 and Maria Angela Biasiotti is author of Section 9.6.}
analysing the relations between language and law and the semantic relations among the levels of legal discourse (Section 9.2); we set out models of analysis of legal documents and coherent methods for processing them (Section 9.3); in Section 9.4, we describe the outcomes of recent projects, focussing on the role of a middle-out conceptual level for connecting lexical and ontological layers; in Section 9.5, we discuss issues with our results and introduce frame semantic as a conceptual interface between contexts and legal concepts. Section 9.6 goes into details on the complexities of legal knowledge and shows, through several examples, how to map, in a consistent way, the linguistic structures extracted from texts with external ontology design patterns. Finally, in the conclusion, we comment on the lessons we have learnt and indicate the future directions of our research.

9.2 Language and Law

There is a strict connection between law and language, characterised by the coexistence of two autonomous but structurally similar systems: both are endowed with rules that underlie the construction of the system itself, that guide its evolution and guarantee its consistency. Both are conditioned by the social dimension in which it is placed, whereby they dynamically define and fix their object in relation to a continually evolving social context.

The interrelation between language and law is not symmetrical because there is a strict dependence of the law on its linguistic expression: the law has to be communicated and social and legal rules are mainly transmitted through their oral and written expression. Even in customary law, there is almost always a phase of verbalisation that enables it to be identified or recognised; even if the law cannot be reduced to a language that expresses it, nonetheless, it cannot escape its textual nature.

Another characteristic of the law is that it is expressed through many levels of discourse:

- legislative language is the “object” language because it is the principal source of positive law that, in the broad sense, also includes contracts and so-called soft law; the constitutive force of written sources derives from the stipulative nature of legislative definitions and of authentic interpretations that assign a conventional meaning of legal concepts in relation to the domain covered by the law that contains them;
- Judges interpret in an “operative” sense legal language in order to apply norms to concrete cases: the main function of judicial discourse lays, therefore, in populating the extensional dimension of the object language, instantiating cases throughout judicial subsumption., that is, linking general and abstract legislative statements to their linguistic manifestation, or, in other words, mapping legal case elements to the kinds of descriptions that may classify them;
- the language of dogmatics is a reformulation of legislative and jurisprudential language aimed at the conceptualisation of the normative contents: whilst being a metalanguage with respect to legislative and judicial language, it is a linguistic
object as well, based on the analysis of the universe of the discourse; in turn, the conceptual models of dogmatics constitute the main semantic interpretation (the universe of the discourse) of legal theory;

- legal theory expresses the basic concepts, the systemic categories of the legal system (for example, subjective right, liability, sanction, legal act, cause, entitlement...). The building blocks and construction rules of legal theory are independent of an observable reality, but also of positive legal systems, which constitute possible models of them. Their role is mainly syntactic, since they provide a systematic structure to the regulative organisation of social communities (Ross 1951). Legal theory may, therefore, be constructed as a formal and axiomatic system, made up of concepts and assertions in the theory, whose scope is explanatory of positive legal systems. This function occurs thanks to links either to dogmatic or to extra linguistic entities as they emerge through the sociological analysis of law (Ferraioli 2007: 47);

- and finally, there is the discourse of philosophy of law, expressing both general principles and value judgements as well as their ordering criteria.

On the (meta)theoretical level, the border between legal theory and dogmatic may be seen as a genus/species relationship, or in a model-theoretic interpretation as a relation between a logical theory and its models; legal theory has an explanatory and prescriptive function (in the broad sense) because it constructs concepts independently of the normative statements and interpretative operations, whilst the conceptual models of dogmatic arise out of the analysis of legal texts, that produces interpreted knowledge and are therefore not susceptible to being generalised in an axiomatic theory.

One of the most obvious demonstrations of this distinction is the creative role of legal translation, halfway between term equivalence setting and concepts comparison. Legal terminology used in the various legal systems, both European and non-European, expresses not only the legal concepts which operate there, but further reflects the deep differences existing between the various systems and the differing legal outlook of lawyers in each system. Given the structural domain specificity of legal language, we cannot speak about “translating the law” to ascertain correspondences between legal terminology in various languages, since the translational correspondence of two terms satisfies neither the semantic correspondence of the concepts they denote nor the requirements of the different legal systems.

Transferred into the computational context, the boundary between the conceptualisations of legal theory and dogmatic becomes purely methodological. The former entities, the kernel legal concepts, are modelled in the so called core ontologies, while the latter are the object of domain ontologies. Both are expressed by the same languages and by the same cognitive perspectives: computational ontologies are means of communication, aiming at making explicit a set of meaning assumptions shared by a social community; therefore we do not claim that a domain ontology is the “true” conceptualisation, but that it is nothing more than a partial and not-exclusive interpretation of a piece of social reality.
Since the focus of this article is to analyse legal ontologies from the perspective of language, we will not go into details about consolidated core legal ontologies; instead, we will concentrate on the design of a methodology that best reformulates, in a computational context, the process of conceptualisation proper of legal dogmatics, a process strongly based on legal language analysis.

9.3 Legal Text Analysis

In analysing legal documents, the basic aspect that must be elicited is the relation between meaning (norm) and form (text); norms are conceived as the interpreted meaning of written regulations that correspond to a partition in legal text, like articles, subsections, etc.; or a norm can be built by interpretative activities on a set of logically entailed linguistic expressions, for instance, the decision in a judgement, or set of legislative statements).

A general methodology for meaning extraction must be framed through a modular architecture, where different aspects refer to specific analytic models and to appropriate NLP tools.

9.3.1 The Semantics of Textual Structures

Despite the lack of specific rules governing the use of language, several legal documents have indeed fixed narrative structures, so that it is possible to detect semantic templates from typical linguistic structures, on the basis of a finite set of linguistic expressions and syntactic structures that can be considered in some way domain independent. More specifically:

As for legislation, we can define:

- a model of the logical structure of legislative texts, understood as a set of statements, that enable the following elements to be identified:
  
  - information about the document structure: enacting authority, class of source, time, publishing date, versioning, subject, partitions, etc. (Agnoloni et al. 2007),
  
  - classification of legislative statements according to their illocutive function (to define, to prohibit, to oblige, to sanction . . . ) (Biagioli et al. 2008).
  
  - distinction of language levels, for example, norms that talk about other norms (to repeal them, to amend them, etc.); (Spinosa et al. 2009).

  dependency relations between classes of statements (for example, between a definition and a norm that uses the defined concept, between a norm that obliges and one that provides sanctions in the case of the breach of the obligation, etc.) (Biagioli et al. 2008).
• a model of inner structure of legislative statements, based on:
  – the interpretation of syntactic elements (even if, unless, notwithstanding, and/or, but otherwise, after, . . .) in terms of logical connectives among propositions (Allen 1986), expressing disjunctions or conjunctions of factual conditions, linked by logical implication to a legal effect or a legal qualification of a status;
  – the distinction between the deontic classification of behaviour and the set of regulated behaviours: the former is knowledge domain independent, the latter expresses common sense knowledge (Francesconi 2009).

Case law requires a different profile:

• analysis of rhetorical structures in legal judgements, to identify the basic components: facts of the case, decisions, arguments and grounds (Wyner 2008);
• distinction among arguments and non arguments (facts, complaints, reason for and against the decision) (Wyner 2008);
• extraction of the logical argumentative structure of the case, argument and rule, on which build a grammar of argument for automatic argument extraction (Wyner 2009);
• identification of factors in semantic terms, i.e., relevant elements on which the decision for or against a side in a case is based (see Chapter 6 by Ashley, this volume).

9.3.2 The Construction of Legal Concepts

Legal concepts are the product of the creative activity of dogmatics. Only in few cases legal concepts are elicited from the core meaning of a single norm, but, more frequently, they are built on set of norms, through a process of abstraction and generalisation, by collecting sets of normative conditions, to be linked to sets of legal effects. Normative contexts are, therefore, descriptions, that, in the process of concept construction:

• constrain the common sense meaning of a term: Directive 97/7/EC, Article 2. “Definitions. For the purposes of this Directive: ‘consumer’ means any natural person who, in contracts covered by this Directive, is acting for purposes which are outside his trade, business or profession”.
• state the condition of applications of a concept, typically, a state of affair (action/event, agent(s), temporal/spatial circumstances): “Directive 97/7/EC, Article 6. 1. For any distance contract the consumer shall have a period of at

\[2\] A reformulation of Ross theory on legal concepts in terms of ontological analysis is in Sartor (2007).
least seven working days in which to withdraw from the contract without penalty and without giving any reason.”

• specify the extension or consequences of a legal status/effect in term of right, duties, sanctions. “Directive 97/7/EC, Article 6. 2. Where the right of withdrawal has been exercised by the consumer pursuant to this Article, the supplier shall be obliged to reimburse the sums paid by the consumer free of charge.”

• contain assertions about the instance of concepts. Judgment of the Court (First Chamber) of 10 March 2005. “The answer to the question referred must therefore be that Article 3(2) of the directive is to be interpreted as meaning that ‘contracts for the provision of transport services’ includes contracts for the provision of car hire services.”

One can expect that both the semiotic characterisation of normative statements trough syntactic parsing and the classification of their narrative roles would support content patterns detection. Unfortunately, there is no correspondence between the semiotic distinction of norms and their linguistic expression, the main distinction being that between regulative rules vs. constitutive rules. Regulative rules provide normative setting to existing forms of human behaviours, while constitutive rules creates new form of behaviours, or new legal entities (Searle 1969). In their linguistic realisation, the expression X is Y may introduce a new concept (as in definitions: (X is Y in context C) or in a mandatory way for a status of affair to be legally relevant (X must be Y ).

As a consequence, we can assume neither that norms have always events (including both legal facts and acts in a wide notion of event) as their object, nor that the distinction between constitutive and regulative norms implies the identification of legal facts and individuals (qualified by constitutive rules) and legal acts (regulated by prescriptive rules). And this makes the computational process of meaning extraction even more difficult.

9.3.3 The Computational Models

Computational frameworks, covering the whole scenario outlined above are quite difficult to find in the literature on AI and law. Traditional rule-based and case-based approaches developed in the ’80s were interested in capturing the inferential aspects of legal knowledge more than in expressing the conceptual components and dependencies among kinds of knowledge.

Proposals at theoretical level adopted frame-based descriptives formalisms, which at the present, turn out to be more easily reformulated in ontological languages. Normframe (van Kralingen 1993) is a general structure, where frame elements (slots) expressing properties of legal documents are distinguished from the attributes (frame elements) of norm components. The Functional Ontology of Law, (Valente 1995; Breuker et al. 2004), even if presented as a core ontology, is more addressed to describing the epistemological aspects of law as a control system of social behaviours.
These models are embedded in core legal ontologies, usually built top-down with the goal of representing intensional descriptions of legal concepts as classes for guiding the interpretation of the world and explaining common sense reasoning. Formal ontologies are composed of a relatively small set of concepts, defined by a high number of constraints which encode the relations between individuals of classes through cardinality restrictions, property range and domain, disjointness, transitive and symmetric properties. The LKIF Core LKIF-Core ontology,\(^3\) developed within the ESTRELLA project is a modular collection of basic legal concepts aimed at supporting the implementation of rule-based knowledge bases for regulatory decision support systems. (Hoekstra et al. 2007). The Core Legal Ontology (CLO) (Gangemi et al. 2003) organises legal concepts and relations on the basis of formal properties defined in the DOLCE+ foundational ontology library (Masolo et al. 2002).\(^4\)

Core ontologies are normally built on the knowledge elicited from legal experts and include the formalisation of basic concepts with which legal theory commonly agrees. In their specialisations in domain ontologies, the choice about the levels of generalisation is left to the developers; it mainly depends on the kind of applications and the results one expects to achieve, as they are expected to support classification, reasoning and the decision making process.

Both core and domain ontologies include clear assumptions about the normative knowledge, the ideal view of law about reality, and the world knowledge composed by entities, belonging either to physical or social reality, over which norms act by imposing constraints. One of the main concept necessary to understand this distinction is that of role. Norms can be viewed as roles itself or composed by roles, as social behaviours and social organizations are explained as (consisting of) roles (Breuker 1994, Masolo et al. 2004). Even if roles have a relational nature, a distinction should be made between role as a relationship and role as a concept, i.e. what roles mean. Roles are behavioural requirements on role execution and on qualification of role taking (Breuker 1994). While role execution (agents participating in events) pertains to world knowledge, role assignments pertain to normative knowledge: they classify agents and events according to such requirements. A legal Agent(a role itself) can play several roles at the same time (owner, employee, seller, heir, etc.) and correlatives roles are played by Agents involved in the same situation (buyer/seller). In the same way as in dogmatics legal concepts are built on norms, in core legal ontologies legal concepts, (and legal roles), are the reification of role-relations; for instance, deontic classification of behaviours (obliged, forbidden, etc..) and correlatives roles are played by Agents involved in the same situation (buyer/seller). In the same way as in dogmatics legal concepts are built on norms, in core legal ontologies legal concepts, (and legal roles), are the reification of role-relations; for instance, deontic classification of behaviours (obliged, forbidden, etc..) are in CLO relations expressing the attitudes that (players of) roles can have towards a legal status/tasks, while right, duty, obligations are legal concepts which encompass a set of normative attitudes towards a legal effect.

\(^3\)http://www.estrellaproject.org/lkif-core (Breuker et al.2007)
\(^4\)http://dolce.semanticweb.org.
9.4 A Bottom–Up Methodology for Ontology Building

While several knowledge elements listed in Section 9.6.1 can be (semi) automatically recognized and extracted by means of machine learning and text mining tools, we cannot expect that automatic acquisition of knowledge elements would be able to capture the complete meaning of normative statements; therefore, ontology construction still require large amounts of knowledge to be manually drafted. The best solution in practical applications seems to be a middle out methodology, where text processing techniques and knowledge formalisation methods interact, throughout an iterative process of ontology learning and enrichment.

Many currently available Natural Language Processing (NLP) applications are rapidly evolving from the traditional processing of the formal aspects of language (part of speech tagging, syntactic parsing) towards automated analysis of meaning, by implementing tools for “ontology learning”; the term denotes a suite of methodologies and procedures for extracting the semantic structure from linguistic objects. The parsing process works in layers of increasing complexity, exemplified in the so-called “ontology learning cake” (Gomez-Perez and Manzano-Macho 2003) and explained in Buitelaar et al. (2006: 10) as: “ontology development is primarily concerned with the definition of concepts and relations between them, but connected to this also knowledge about the symbols that are used to refer to them. In our case this implies the acquisition of linguistic knowledge about the terms that are used to refer to a specific concept in the text and possible synonyms of these terms. An ontology further consists of a taxonomy backbone and other, non-hierarchical relations. Finally, in order to derive also facts that are not explicitly encoded by the ontology but could be derived from it, also rules should be defined (ad if possible acquired) that allow for such derivations.”

9.4.1 Lexical Ontologies

At the lower layer, terms are extracted and organised in semantic lexicons. A de facto standard for building lexical ontologies is WordNet (Fellbaum 1998), a lexical database which has been under constant development at Princeton University. “In fact WordNet merely attempts to map the lexicon into a network organized by means of relations … A lexicon can be defined as the mappings of words onto concepts…”. (Felbaum and Vossen 2008). “EuroWordNet (EWN) (Vossen et al. 1997) is a multilingual lexical database with wordnets for eight European languages, which are structured along the same lines as the Princeton WordNet5”.

Our experience in building a multilingual wordnet in the legal domain deals with the realisation of the LOIS data base,6 composed by about 35,000 concepts in five European languages (English, German, Portuguese, Czech, and Italian, linked

---

5 wordnet.princeton.edu and www.globalwordnet.org
6 Lois, Lexical ontologies for legal information sharing(EDC 2026–2001–02)
by English) (Peters et al. 2007). In LOIS, a concept is expressed by a synset, the atomic unit of the semantic net. A synset is a set of one or more uninflected word forms belonging to the same part-of-speech (noun, verb, adjective) that can be interchanged in a certain context. For example, \{action, trial, proceedings, law suit\} form a noun-synset because they can be used to refer to the same concept. More precisely, each synset is a set of word-senses, since polysemous terms are distinct in different word-senses, e.g., \{diritto_1(right)\} and \{diritto_2(law)\}; \{property_1, attribute, dimension\} and \{property_2, belongings, holding\}. Each word sense belongs to exactly one synset and each word sense has exactly one word that represents it lexically, and one word can be related to one or more word senses A synset is often further described by a gloss, explaining the meaning of the concept.

In monolingual lexicons, terms are linked by lexical relations: synonymy (included in the notion of synset), near-synonym, antonym, derivation. Synsets are structured by means of hierarchical relations (hypernymy/hyponymy) and non-hierarchical relations of which the most important are meronymy (between parts or wholes), thematic roles, instance-of.

There are two basic approaches for automatic multilingual alignment of wordnets (Vossen 1999), the extend approach, from the source lexicon to target wordnets by means of term-to-term translation, and the merge approach, that we have adopted in building the LOIS db, according to which an independent wordnet for a certain language is first created and then mapped to the others. This approach, adopted in the EuroWordnet project, determines the interconnectivity of the indigenous wordnets by means of the Inter-Lingual-Index (ILI), a set of equivalence relations of each synset with an English synset. Cross-lingual linking indicates complete equivalence, near-equivalence, or equivalence-as-a-hyponym or hyperonym. Unlike the wordnets, the ILI is a flat list and, unlike an ontology, is not structured by means of relations. ILI entries merely function to connect equivalent words and synsets in different languages.

This solution seems coherent with the assumption that, in legal language, every term collection belonging to a language system, and any vocabulary originated by a law system is an autonomous lexicon and should be mapped through equivalence relationships to a pivot language, which acts as the interlingua. Language-specific synsets from different languages linked to the same ILI-record by means of a synonym relation are considered conceptually equivalent. The LOIS database has been built in a semi-automatic way, by means of NLP techniques for morpho-syntactic parsing and conceptual clustering, to extract syntagmatic and paradigmatic relations between terms; from the output, sets of candidates for synonyms, taxonomies and non-hierarchical relations was further manually refined.

Computational lexicon, even if sometime called lightweight ontologies, are in fact able to capture only the lexical semantic of terms, whose meaning merely depends on their position in the network and on semantic relations\(^7\); cross-lingual

\(^7\)“A lexicon is not a very good ontology. An ontology, after all, is a set of categories of objects or ideas in the world, along with certain relationships among them; it is not a linguistic object.
equivalence is still language dependent, since driven by the English gloss and not explained, because of the lack of an explicit meaning representation. Nevertheless, they provide a powerful support for semantic classification, cross-lingual retrieval, terms extraction, etc. Given the wide diffusion of the wordnet model and the growing relevance of semantic resources in knowledge acquisition processes, several initiatives for the formal specification of the wordnet structure have been proposed, to allow a consistent integration between individual wordnets.  

In legal domain, the shallow semantic characterization of synsets generate ambiguities or loss of information in cases where domain and linguistic information overlap. To give some examples, in LOIS sub-class relations (between rental contract and contract), and semantic specialisation (between unfair competition and competition) are not distinct, as well as the semantic notion of functional equivalence and the legal notion of similarity in functions, as among Camera dei Deputati, Assemblée nationale, Congreso de los Diputados. Most of the semantic combinatorial properties of lexical items are not explicitly represented and multi-words, like: place of contract conclusion, offer acceptance, contract infringement, etc.) cannot be expressed. A further overlapping is that every definition, as a conventional assignment of a new meaning is considered in the same way as the introduction of a new sense (Tiscornia 2006). The lesson learned from the Lois experience brought us to the conclusion that semantic soundness and consistent integration of semantic lexicons must be supported by a domain-specific ontology, in order to make it explicit in the way in which legal concepts belonging to different systems share analogies and set differences.

9.4.2 Anchoring Terminologies to a Reference Ontology

Our experience of interfacing lexicons and ontologies on the Dalos project (Agnoloni et al. 2007) arose from the task the project intended to perform: a terminology control tool in the multilingual drafting of Community legislation, where the institutional texts expressed in the 25 languages of the European Union are deemed semantically (and, therefore, normatively) equivalent.

The aim of DALOS (Drafting Legislation with Ontology base Support) is to provide a knowledge and linguistic resource for legislative drafting. The main outcome is the definition of a semantic framework, where the use of words and the

A lexicon, on the other hand, depends, by definition, on a natural language and the word senses in it.[...]. Despite all the discussion in the previous section, it is possible that a lexicon with a semantic hierarchy might serve as the basis for a useful ontology, and an ontology may serve as a grounding for a lexicon. This may be so in particular in technical domains, in which vocabulary and ontology are more closely tied than in more-general domains” (Hirst 2004).

8The Owl meta.ontology for connecting Wordnets is composed by three classes: Synset, WordSense and Word. Each Synset object is a set of WordSense objects since polysemous terms are distinct in wordsenses http://www.w3.org/TR/wordnet-rdf/
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underlining meaning assumptions are made explicit. Such knowledge, embedded in a specialised drafting tool, will provide law-makers with a clear overview of the consolidated lexicon in a regulative domain and of the semantic properties of concepts, thus facilitating the harmonisation of legal knowledge and lexicons between the EU and Member States. It also supports the dynamic integration of the lexicon by the legislator and the monitoring of the diachronic meaning evolution of legal terminology. The Knowledge base, as shown in Fig. 9.1, is composed of:

- the Lexical Layer which contains lexicons extracted by means of NLP tools\(^{10}\) from a set of parallel corpora of EU legislation and case law in the sub-domain of consumer protection, chosen as a case study (16 EU Directives, 33 Court of Justice Judgments and 9 Court of First Instance Judgments\(^{11}\)). Extracted terminologies\(^{12}\) have been manually refined, producing four monolingual

---

\(^{10}\) The tools, specifically addressed to process English and other EU language texts, are GATE and T2K. GATE supports advanced language analysis owned/provided and maintained by the Department of Computer Science of the University of Sheffield. T2K is a terminology extractor and ontology learning tool for the Italian language jointly developed by CNR-ILC and the University of Pisa.

\(^{11}\) In order to guarantee the linking of acquired domain terms to the individual textual partitions rather than to the individual act, the corpus to be processed was segmented into 8,192 files corresponding to 2,583 directive partitions (sub-paragraphs) and 5,609 case law partitions.

\(^{12}\) The selected minimum frequency threshold for both single and multiword terms was 5, the percentage of selected terms from the ranked lists was 20% in the case of single terms (both single and multiword terms), terms and 70% for multiword terms. The Italian TermBank is composed of 1,443 of which 1,168 are multiword terms of different complexity. The number of extracted hyponymic relations is 623 referring to 229 hypernym terms, whereas the number of identified related terms is 1,258 referring to 279 terminological headwords. The processing of the English corpus resulted in a set of 3,012 terms, which consists of 1,157 multi word units and 1,855 single word terms. This set has an overlap of 572 terms with the LOIS vocabulary. Crosslingual alignment computes
terminologies (in Italian, English, Dutch and Spanish), structured along the lines of WordNet, and formally codified as sets of instances of the Noun-Synset class, identified by a URI and described by OWL object properties that translate WordNet relations. Each Wordsense is also linked to its textual referent, a texts fragment codified as instance of class Partition (see Bacci et al. 2008).

- the Ontological Layer built on top of the lexicon is composed of:

  - the Concept Layer: it is a flat list of synset, linked by has-lexicalization relation to monolingual synsets in lexical layer; it acts as pivot, like in Wordnet ILI, in order to align synsets of different languages. They provide the extensional characterization of concepts but they do not carry any kind of semantic information, which is provided by the ontology;

  - the ontological layer formally describes the intensional meaning of core elements in the consumer law domain. In selecting candidates for the ontology, we have assumed that all concepts defined in the legislative corpus are relevant, as well as several concepts used in the definitional contexts, expressing the basic properties of the domain, which has been modelled around the notion of “commercial transaction”, relying on the basic state of affairs (legal situations) regulated. The role of the ontological layer is to assign a domain specific characterization to entities at conceptual levels, and consequently, to ‘explain’ and validate terminological choices at lexical layer.

Through the double-layered representation, concepts expressions (provider, producer, importer; produttore, fornitore, distributore, etc.) extracted from documents are “assigned” to the same conceptual entity “supplier”, whose basic properties are formally codified in the ontology. In this way, meaning constraints imposed by legislative definitions (see Section 9.6 for examples) can be anchored to their normative scope and misleading alignments or diverging lexicalizations can be detected and explained (Francesconi and Tiscornia 2008).

9.5 The Next Step: Frames Detection

The connection between the two layers in Dalos has been manually performed.

In the current evolution of the project, we are looking at further solutions towards gradually reducing manual intervention by: (a) progressively strengthening knowledge extraction techniques from terms extraction to situations detection and (b) by using external semantic resources, in order to provide a structure that supports systematic, incremental, modular knowledge development (Peters 2009).
An approach that intends to provide solutions to both these goals is based on frame semantics. Frame semantics offers a formal framework for the interface between linguistic and content patterns, widely adopted in ontology learning, because it provides a formal semiotic representation of linguistic patterns. Our ongoing project, still at the beginning (Venturi et al. 2009), aims at re-using and specialising Framenet, (Baker et al. 1998; Fillmore and Baker 2001) a well-known lexicographic resource:\footnote{http://framenet.icsi.berkeley.edu/~framenet/} “The Berkeley FrameNet Project is creating an online lexical resource for English, based on the principles of Frame Semantics and supported by corpus evidence. A semantic frame is a script-like structure of inferences, which are linked to the meanings of linguistic units (lexical items). Each frame identifies a set of frame elements (FEs), which are frame-specific semantic roles (participants, props, phases of a state of affairs). Our description of each lexical item identifies the frames which underlie a given meaning and the ways in which the FEs are realized in structures headed by the word. The FrameNet database documents the range of semantic and syntactic combinatory possibilities (valences) of each word in each of its senses, through manual annotation of example sentences and automatic summarization of the resulting annotations.\[\ldots\] The FrameNet database now contains information about more than 4,000 lexical units (senses of words) based on the annotation of more than 100,000 sentences”. (Narayanan et al. 2003).

FrameNet aims at supporting NLP extraction, allowing the semantic annotation of large corpora and thus creating a reference corpus able to support the detection of linguistic patterns at text level. Through automatic procedures of Role Labelling, the mapping of all the semantic information associated to words in a given context (in terms of semantic roles and event participants) to the evoked frames or to more general concepts, the suggestion of content patterns would rise. To give an example, the frame Commerce_Scenario, its definition and its Core Frame Elements (in bold) are reported below:

Commerce_Scenario: Commerce is a situation in which a Buyer and a Seller have agreed upon an exchange of Money and Goods (possibly after a negotiation), and then perform the exchange, optionally carrying it out with various kinds of direct payment or financing or the giving of change.

The following is an example of an annotated fragment of legislation, Directive 2008/48/EC, instantiating the Commerce-scenario Frame (FEs tags in square brackets): “provisions of this Directive should apply to natural and legal persons (credit intermediaries [Buyer]) who, in the course of their trade, business or profession, for a fee[Money], present or offer credit agreements [Goods] to consumers [Seller]”.

Even if Framenet codifies common sense knowledge, our approach aims at specialising and instantiating a set of frames from Framenet without creating a large number of domain specific frames. Basically, we expect to specialize common sense frames by means of insertion of FEs and by labelling FEs with domain-specific Semantic Types. Our idea is to map Semantic Types into external legal ontologies,
like CLO, LKIF or into domain ontologies, as in the case of the Dalos ontology (see (Dolbey et al. 2006) for a similar approach in biomedical domain).

Examples below introduce some preliminary hints:

- mapping frames to classes in legal ontologies: PROIBITING and BEING_OBLIGED match Permission and Obligative_right in LKIF Core and normative positions in CLO.
- BEING_OBLIGED: Directive 2008/48/EC, Art. 9: Each Member State [Responsible_party] shall in the case of cross-border credit [Condition]ensure access [Duty]for creditors from other Member States to databases used in that Member State for assessing the creditworthiness of consumers.
- introducing FEs: in BEING_OBLIGATED a further FE: Beneficiary has been added to express the recipient of the obligation performed by the responsible_party:
- BEING_OBLIGED Directive 1999/44/EC, “Art. 2: The seller [responsible_party], must deliver goods[Duty] to the consumer [Beneficiary] which are in conformity with the contract of sale”.
- linking a Frame to different classes to disambiguate ontological distinction: the 3 instances below, instantiate different FEs of DOCUMENTS: if mapped onto legal document in CLO it inherits the distinction between the normative content (legal document is a subclass of informative object, instantiated by contexts 2 and 3) and its physical realisation (as sub-class of text, instantiated by context 1):

1. Directive 2008/122/EC, Art.5: Member States shall ensure that the contract [document]is in writing, on paper or on another durable medium[medium], and drawn up in the language or one of the languages of the Member State in which the consumer is resident or a national, at the choice of the consumer, provided it is an official language of the Community.
3. Directive 2008/122/EC, Art. 10: “2. From the second instalment payment onwards, the consumer [bearer]may[right] terminate the contract [obligation]without incurring any penalty by giving notice to the trader [issuer]within fourteen calendar days of receiving the request for payment of each instalment”.

- defining domain specific Semantic Types. Our intuition is that the lexical notion of roles expressed in FEs can be ontologically characterized trough Semanti Types. For instance, qualifying FEs as Legal role will pose constrains over the type of fillers, while allowing the distinction between the Agent (legal or natural person) performing the action and the role(s) assigned to them by law. For instance:
– FEs of COMMERCIAL_goods_transfer: Directive 97/7/EC ‘consumer’[FE: buyer; SemType: Legal role] means any natural person [FE: Agent; SemType: Legal Subject] who, in contracts covered by this Directive, is acting for purposes which are outside his trade, business or profession;

– extensions of Lexical Units. Links to lexical ontologies will allow us to extend LUs by mapping terms into legal wordnets and conversely, to constrain FEs fillers by links to synsets hierarchies, for instance, FE: Agent can be linked to top synsets in Lois, like: natural person or legal person, which includes public body, organization, authority and their hyponyms.

We expect to obtain two results from the instantiation and specialization of Framenet: (1) an annotated corpus of legal documents, able to guide Role Labelling procedures for the detection of typical patterns from the occurrences in a corpus and (2) a corpus-based lexicon (a set of the Lexical Units), in which the meaning of the terms is manifested through the association of the linguistic structures (semantic roles) with the corresponding domain structures (roles assigned by norms). The process of corpora annotation, frame detection and specialisation must be understood as a recursive process, where the structured lexicon will be constantly enriched by the expansion to new Lexical Units and spans, and the systems of frames further detailed.

9.6 The Gap Between Text and Knowledge

Part II goes into details on the complexities of legal knowledge and shows, through several examples, which is the effective gap existing between the linguistic meaning of a term and its semantic/domain meaning and how to bridge this gap. Methodologies to be applied for consistently mapping the linguistic structures extracted from texts with external ontology design patterns are also proposed.

9.6.1 Bridging the Gap Between Text and Knowledge

\[
\begin{align*}
\text{Lexical Meaning} \\
\text{Term} & \quad \text{Concept} \\
\text{Legal Domain Meaning}
\end{align*}
\]

Ontology development is primarily concerned with the definition of concepts and relations between them, but connected to this also knowledge about symbols that are used to refer to them. This implies the acquisition of linguistic knowledge about terms that are used to refer to a specific concept in a given domain and text as well as possible synonyms of these terms. In this scenario, of course, terms are the linguistic realisation of a domain-specific concept. Dealing with lexical or linguistic ontologies (that is, lightweight ontologies) also means facing a specific gap that
exists between terms/concepts and their meaning in the referred domain. There is a
difference between the linguistic meaning and the semantic meaning of the concept
as well as the one existing between terminology and ontology. Often a concept in
a given domain seems to have a more extended meaning than the one expressed by
its linguistic meaning; on the contrary, some times the concept does have a more
restricted meaning in the referred domain with respect to the linguistic one. The two
meanings appear to be the same at times. For instance, goods are items held for sale
in the regular course of business, as in a retail store whilst the ordinary and accepted
meaning of the word goods is that of “items circulated on the commercial market
intended for sale.” In the consumer law domain goods that can become the object
of a consumer contract or transaction can only be “consumer goods” which are
defined as “any tangible movable item with the exception of goods sold by way of
execution or otherwise by the authority of law—water and gas where they are not put
out for sale in a limited volume or set quantity, electricity”. Therefore the ordinary
and common understanding of the term goods becomes in the given consumer law
domain something different less wide and more narrow.

As can be noted, there is a substantial gap between the linguistic definition of
goods given by the common definition and the one given by the EU set of legal
definitions within the specific consumer law domain. The relationship between the
linguistic meaning of the term and the semantic meaning may be that one narrows
or extends the other.

This gap becomes very significant within the legal domain where norms are
applied when/if facts or behaviours are relevant for the law. Then knowing the exact
meaning of the term/concept, its extensions or restrictions appear to be essential in
order to realise if the situation analysed is the one foreseen by the legislator or by a
judge in his/her decisions.

Solutions for bridging this gap between the textual meaning and the concep-
tual or semantic meaning appear to be methodologies able to somehow capture the
intended, not explicit or hidden meaning of the concept. The following may all be
possible solutions to be adopted with a different degree of consistency with respect
to a given domain:

- termontography strategies: the termontography is a middle-out approach combi-
ing domain expertise (top–down) with information provided in natural language
(bottom–up). This approach allows us to ideally capture and represent knowl-
edge acquired from texts. First of all, in close collaboration with field specialists
of the domain which is subjected to ontological analysis, an initial framework
of categories and inter-categorial relationships is actually developed top-down.
Initially, this categorisation framework serves as a template for the manual and
semi-automatic extraction of knowledge from a corpus. However, it will gradu-
ally evolve in an enriched and more fine-grained network of semantic relations,
reflecting culture-specific categorisations, as the knowledge elicited via textual
material is then confronted with the categorical frame (a bottom–up analysis).
The results of this analysis are reflected in a termontological database, which can,
for instance, be used as a supportive resource for formal knowledge engineering
(Temmerman et al. 2009). For instance, when building an ontology or compiling a terminological database, both ontologists and terminographers will start from the identification of their purposes, the restriction in the scope of the domain, the specification of the user requirements as well as the acquisition of domain knowledge needed for the extraction and understanding of categories and terms:

- **covert categories approach:** this strategy implies adding categories that are unlexicalised in the language upon which the lexicon is based: covert categories (unlexicalised concepts) relying on the definition find frequently recurrent patterns that could signal the reification of a covert category (Barrière and Popowich). Type hierarchies are important structures used in knowledge stores to enumerate and classify the entities from a domain of interest. The hierarchical structure establishes de facto a “similarity space” in which the elements of a same class are considered close semantically, as they share the properties of their superclass. An important task in Natural Language Processing (NLP) is sentence understanding. This task relies partly on comparing the words in the sentence among each other as well as the words in previous sentences and words in a knowledge store. A type hierarchy consisting of words and/or word senses can be useful to facilitate these comparisons and establish which words are semantically related. The problems of using a type hierarchy for evaluating semantic distance come from its dependency on the available words of a specific language, and on the arbitrariness of its classes and of its depth, which leads to the development of semantic distance measures giving arbitrary results. We propose a way to extend the type hierarchy, to give more flexibility to the “similarity space”, by including non-lexical concepts defined around relations other than taxonomic relations. We also suggest a method for discovering these non-lexical concepts in texts, and present some results;

- **extracting the key-phrase from documents:** this associates key relevant terms to documents (Gangemi and Presutti 2008). Extracting key phrases from documents is a very well established technique in Natural Language Processing (NLP). In the literature, several methodologies have been proposed, ranging from applying supervised learning techniques, to pattern based approaches. Key-phrases are in general noun compounds, usually composed of 2 or 3 words, and they can be identified by specifying syntactic patterns. Statistical measures are, in general, adopted to measure the internal coherence among words of the same terms and the distributional properties of the term as a whole inside documents in a corpus;

- **meaning/description of the concept:** (legal) definitions (Van Kranlinger). The description of acts and act frames has already brought us into the realm of concept descriptions: act descriptions are a specific form of concept descriptions. A concept description determines the meaning of a concept. In the legal domain, the concepts that need description are usually specific legal terms. This type is referred to as the (legal) definition. A concept description comprises seven elements. The first element is the concept to be defined: every concept description describes a concept or term. It does so by either stating the conditions under
which a concept is applicable or by naming some instances of a concept (combinations are also possible). An important element of the concept description is the concept type. Four concept types can be distinguished: legal definitions, deeming provisions, factors, and meta concepts. Deeming provisions are used to introduce legal fictions. Deeming provisions allow things which are not true to be true and vice versa. According to this approach from the point of view of a generic ontology, it is interesting that the vocabulary can be divided into two parts: a generic and a statute specific part, whereas some of the categories in the vocabulary only have generic meaning, others have both generic and statute-specific meaning;

- mapping linguistic and content pattern approaches: this strategy implies the extraction of linguistic patterns from texts, to identify definitional contexts by mapping definitional techniques and related linguistic structures (assign a sign to a symbol) to derive a context of use from linguistic frames. This allows us to detect actions/agents/roles in the factual component of regulative propositions as well as to extract semantic information from syntagmatic and paradigmatic relations and to map frames into ontology content patterns (CPs) (Gangemi and Presutti 2008), specialising content patterns for legal sub-domains (e.g., incriminating rules, sanctioning, process compliance assessment).

9.6.2 Some Practical Applications

All the analyzed solutions or methodologies seem to have as a crucial and starting point the legal definition giving the concept a specific meaning within a given domain or identifying the context of use of that concept. Therefore, the definition itself seems to be the point from which to start for rendering the legal meaning of a term/concept explicit and for matching the linguistic meaning with the domain in a consistent way.

9.6.2.1 Definitional Techniques

Definitions can be either lexical (descriptive) or stipulative. In principle, the difference is simple. A lexical definition reports actual linguistic usage. Therefore, it can be correct or incorrect (i.e., true or false, although that terminology is seldom used). A stipulative definition reports how the definer is going to use a term, or how he/she recommends others to use it. A stipulative definition cannot be correct or incorrect, but it can be enlightening or confusing, fruitful or barren, adequate or inadequate. It is often difficult to draw a sharp line between lexical and stipulative definitions. How, for instance, should we classify the extensive philosophical literature on the meaning of “knowledge”? Do the authors aim at a lexical definition describing what we mean by “knowledge” in ordinary language, a lexical definition of what “knowledge” means in philosophy, a stipulative definition for a fruitful concept in philosophy, or perhaps even a real definition (i.e., a definition of the essence of what it is to know something, rather than a definition of the word “knowledge” or the concept knowledge)? In practice, this is often far from clear. A major reason
for this is that stipulative definitions are circumscribed by linguistic practice. Lexical and stipulative definitions tend to differ in how they treat the ambiguities and unclarities of ordinary language. A lexical definition should, at least in principle, exhibit actual uses even when they are unclear or even confused. If a term has several different meanings or uses, they should be listed and distinguished between. In contrast, stipulative definitions are usually developed in order to eliminate ambiguity and vagueness. A definition has three constitutive parts. It consists of the definiendum (that which is to be defined), the definiens (that which defines) and a defining connective. Hence, in the definition “A bachelor is an unmarried man”, “a bachelor” is the definiendum, “an unmarried man” the definiens and “is” the defining connective. There are at least three different attitudes that a stipulative definer can take to the lack of clarity in ordinary language. First, one can choose to do essentially the same as in lexical definitions, namely, to accept but clarify what is confused or obscure in ordinary usage. This approach is justified when it can be shown that the lack of clarity is not a disadvantage given the purpose of the definition. Secondly, one can restrict the meaning of the word, thirdly, one can split the concept by introducing new terms that distinguish between different meanings of the word under scrutiny. Applied to the analysed gap, the result will be that it will:

- clarify, when the linguistic meaning and the domain/semantic meaning are quite the same or at least equivalent;
- restrict the meaning, when the linguistic meaning is wider than the semantic one or vice versa (narrowing actions);
- split the concept introducing new terms that distinguish between different meanings in all other cases (extending actions).

Considering the different relationships that could arise between the lexical meaning and the semantic one here below an overview of situations existing as to the legal domain is provided.

### 9.6.3 Narrowing Lexical Meaning

The narrowing action serves to restrict a lexical meaning which is wider than the semantic one.

The worker who according to a linguistic definition is a person who works at a specific occupation (Lexical Def. ILI GLOSS) according to the definition given by several European Union Directives workers also becomes the following:

- worker_2: any person who, in the Member State concerned, is protected as an employee under national employment law and in accordance with national practice;
- worker_3: any person employed by an employer, including trainees and apprentices but excluding domestic servants;
Fig. 9.2  Worker UML representation

- worker_4: any person carrying out an occupation on board a vessel, including trainees and apprentices, but excluding port pilots and shore personnel carrying out work on board a vessel at the quayside
- worker_5: any worker as defined in Article 3 (a) of Directive 89/391/EEC who habitually uses display screen equipment as a significant part of his normal work (Fig. 9.2).

Therefore Worker is to be considered from the legal point of view, and therefore protected by the employment law, not just any person who simply works at some occupation but only those persons who are employed in a certain way, with a certain contract identifying certain tasks. The specificities characterizing each type of worker contribute to narrow the lexical meaning of the concept worker within the legal domain. Therefore the gap between the linguistic meaning and the semantic meaning do correspond to a different substantial legal coverage of real situations.

9.6.4 Extending Lexical Meaning

The extending action in the opposite sense serves to extend a lexical meaning which semantically appears wider and comprising further entries:


1. The manufacturer of a finished product, the producer of any raw material or the manufacturer of a component part and any person who, by putting his name, trade mark or other distinguishing feature on the product presents himself as its producer.
2. Without prejudice to the liability of the producer, any person who imports into the Community a product for sale, hire, leasing or any form of distribution in the course of his business shall be deemed to be a producer within the meaning of this Directive and shall be responsible as a producer (Fig. 9.3).

The lexical meaning of the term producer could never have allowed us to consider as such the importer of a specific product nor the leaser of the product. The semantic
meaning arising directly from the definition given by the norm of the concept “producer”, on the contrary, says that the norm is also to be applied to those persons who lexically are not included within the meaning of “producer” but who nevertheless are to be intended as such. Therefore, all subjects considered as producers by the norm and according to the semantic meaning of the concept are required to observe all legislative dispositions and obligations.

### 9.6.5 Outcomes

The analysis of the gap existing between the lexical and the semantic meaning of a term/concept within the legal domain allows us to track the possible relationships between linguistic resources and ontologies.

The importance of incorporating linguistic resources in ontology engineering has been stressed by Jarrar (2006): "Linguistic resources (such as lexicons, dictionaries and glossaries) can be used as consensus references to root ontology concepts. The importance of using linguistic resources in this way lies in the fact that a linguistic resources renders the intended meaning of a linguistic term as it is commonly agreed among the community of its language”.

The set of concepts that a language lexicalizes through its set of word-forms is generally an agreed conceptualization. Usually, lexicographers and lexicon developers investigate the repeated use of a word-form (e.g. based on a comprehensive corpus) to determine its underlying concept(s).

Therefore from one side linguistic resources (such as lexicons, dictionaries, and Thesaurus, and dictionaries) are indeed important resources for identifying concepts and can be used as consensus references to root ontology.

From the opposite point it can be affirmed that lexical resources and semantic resources such as ontologies need each other and are complementary one to each other as ontologies allow to represent the complex relationship between the lexical and the semantic meaning of a term. More specifically the representation made by ontologies enables first of all to migrate from the term to the concept, which is something more consistent from the semantic point of view; secondly they enable to disambiguate the meaning of the concept setting it in a specific domain. This
procedure seems to be very useful in the legal domain where the lexical meaning of a term hardly ever corresponds to the semantic one. Therefore the need to narrow or to extend the lexical meaning can be realized also from the formal point of view by representing the domain by using ontologies.

9.6.6 Discussion

The article describes the problems related to the construction of legal ontologies beginning from the illustration of analytical profiles of legal texts to arrive at the description of approaches, models and computational tools that seem more reliable because they are close to the processes for the formulation of the concepts elaborated by legal authority, in particular, in recognising that contexts of use play a fundamental role.

What above outlined is expected to be a further step towards the shift from lexical to formal knowledge, by means of tools and procedures that enable the two levels to be brought close together, so diminishing both the burden of the manual work and the arbitrary nature of links.

Nevertheless, our intuition is that, besides solutions at operational level, a deeper analysis of mapping relations between lexical and conceptual knowledge is necessary from the methodological level. In ontology engineering meta-ontologies for integrating heterogeneous lexical resources with formal ontologies have been already proposed and discussed (Picca et al. 2008). In the field of law a meta-model would clarify relations between different kinds of conceptual entities: as outlined above, in computational applications “legal concepts” are either intellectual artefacts or roles, sets of word-sense, sets of frame structures; either extensional or intensional characterization has been adopted for making distinctions in their semantics; the assumption is that changes in intension/extension in legislative definitions create new conceptual entities and that the role of judicial interpretation is to assign instances to classes. Finally, all activities directed to the representation of meanings belong to legal interpretation, but an ontological reformulation of a theory of interpretation and of legal concept construction seems not yet been completed.
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Chapter 10
A Legal Document Ontology: The Missing Layer in Legal Document Modelling

Monica Palmirani, Luca Cervone, and Fabio Vitali

10.1 Multi-layer Legal Document Modelling

CEN Metalex\(^\text{1}\) is an open XML interchange standard for legal resources. It was developed with the awareness that plenty of national and local XML legal standards already exist or are being built inside of government, academic, private projects (Lupo et al. 2007; Vitali 2007). A lot of legal resources are on-line and in this moment all the European Members have a format for the on-line distribution of the Official Gazette resources (European Forum of Official Gazettes 2008a, b). So CEN Metalex seems to answer to the urgent request to normalize the abundance of local legal XML dialects. On the other hand a legal resource is a complex multi-layer informative architecture that includes several perspectives of analysis: (Fig. 10.1)

- text: part of the document officially approved by the authority with legal power;
- structure of the text: part of the document that states an organisation of the text;
- metadata: any information that was not approved by the authority in the deliberative act. The metadata can involve document description metadata (e.g. keyword), workflow (e.g. procedural steps in the bill), lifecycle of the document (e.g. history of the document over the time), document identification metadata (e.g. URL, URI, URN and annexes).
- ontology: any information about the reality in which the document act a role (e.g. for a judgement the juridical system concepts) or any concept called from the text that needs a modelling.
- legal knowledge representation: the part of the interpretation and modelling of the meaning of the text under legal perspective.
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The complexity of the information included in a legal resource, the difficulty to interconnect all the layers in appropriate manner (granularity, cardinality of relationships, references, change over the time) and the need to harmonise heterogeneous sources convince us of the soundness to adopt a multi-layer architecture for legal document modeling. In this scenario CEN Metalex represents the layer 1st (text) and 2nd (structure) and in some way also the 3rd (metadata).

Nevertheless we need to put on the top of CEN Metalex a legal document ontology for permitting to all the other layer to referring to the part of the legal document not with the physical information (e.g. third block) but through semantic one (e.g. article 3). In the bibliographic field several XML standards (FRBR, Premis, etc.) were adopted for modelling digital resources (e.g. book, manuscripts, music record, etc.), nevertheless they not include a semantic description of the legal main elements.

The purpose of this paper is to present LMIF—the Legal Metadata Interchange Framework—to fill this gap with the basic support of LIDO—the Legal Information Document Ontology. For demonstrating the LMIF effectiveness we start to analyze the CEN Metalex general principles, design approach and the characteristics. After we present LIDO that defines the ontology classes for modeling legal document structure semantically. The LIDO permits to assign to each neutral part of CEN Metalex the appropriate legal significant using RDFa assertion in XML. For producing the RDFa assertion in an automatic way we use LMIF configuration that maps one time the native metadata meaning with the LIDO classes and produces to XSLT the information for including RDFa statement into the CEN Metalex file. In case the commitment is to not embed RDFa into CEN Metalex, an evolution of LMIF permits to foster directly the native metadata as originally thought.
10.2 CEN Metalex: Main Principles and Features

CEN Metalex is designed on several general principles as follows (Boer et al. 2008).

Reliance on existing standards. CEN Metalex is based on many web standards: XML, XML Schema, XML Namespaces, RDF, OWL, URIs, etc. It is also a Legal markup and takes in consideration the legal information resources organization. CEN Metalex implements its representation of the main legal document structure using architectural forms in XML. The attributes define the roles of the elements, and the element names are free to range in local vocabularies. This allows CEN Metalex to be neutral, general even if not generic.

Document Structure modeling and Pattern design. CEN Metalex should mostly concentrate the effort to preserve the structure of the original document in the conversion to XML. The attention is focused mostly on the content of the legal resources (document content) and on the metadata of the legal resources (document metadata). A strong subdivision between content, metadata and presentation is one pillars of the standard.

CEN Metalex is based on the strictly definition of data types (abstract, generic—simple and complex) and on the classes of elements (abstract and concrete). CEN Metalex is designed using 9 abstract element (absBlock, absContainer, etc.), 9 correspondent concrete elements, 11 abstract types (complex type) and 18 concrete types, 4 content model types (see the CEN/ISSS Workshop documentation for more details). Each element or content type belongs to one of the main 6 patterns: hierarchical containers (hcontainers); paragraphs (containers of text and inline elements); inline (no breaking of lines); milestones (empty elements in placeholder); metadata elements (values are specified as attributes or inside of Metadata containers—(mcontainers)—for collecting metadata elements).

General Descriptiveness. CEN Metalex preserves the original descriptiveness of the existing markup in order to avoid in the normalization process to pass to an excessive generalization of the elements. For doing that a semantic and structural analysis of the original standard is necessary for understanding the meaning of each tag, attribute and its function in the description of the document. One other point of view it is to maintain all the naming of the original elements and attributes inside the converted document for allowing the reader to understand the result of the transformation. But this information is not enough for inferring the semantic meaning of the elements, especially in an heterogeneous document collection.

Metadata preservation. CEN Metalex is based on semantic RDFa statements for preserving the meaning of the original metadata but it is missing a real mapping between heterogeneous metadata models coming from different representations of the legal resources. CEN Metalex with RDFa statements can relate a particular metadata item to an ontology, thus making inferences possible on the assertion included in the document itself (it works mostly on literal and on the metadata value).
10.3 Supporting the CEN Metalex Model

Since CEN Metalex is a general interchange XML standard, it is not appropriate as a solution for marking up legal documents from scratch. So it is mostly used as intermediate document format for harmonizing heterogeneous document collections. For this reason CEN Metalex is supported by XSLT able to convert XML legal document already marked up in some national standard into CEN Metalex file.

For preserving during the conversion the meaningful of the metadata, we include RDFa assertions inside of the XML, for linking the structural part with the full ontology of classes, with clear distinction and no overlap of relations and literal values. For this reason it is not designed for capturing, with a direct descriptive tagging in the document, the semantic information of the structural parts, but the meaning of the textual components is surrogated through RDFa assertions. The RDFa works if a legal document ontology is well defined. So it is important to define a Legal Informatics Document Ontology able to fill the gap between the representation of the

This approach forces applications to extract from each document the assertions and to query on them. Our aim is to reinforce this mechanism and to improve the semantic annotation:

(a) to query the legal document through the ontology classes, using a meta-level and not through the literals embedded in the document;
(b) to produce the query using the original metadata naming embedded in the document and not the RDFa assertions that in some cases could be missed;
(c) to make reification queries possible at high level in order to discovery which national/local/native standards are using a given metadata item in the heterogeneous collection of documents (e.g. give me all the collection of document where is modeled the publication metadata).

To this end we introduce a middle layer called LMIF—Legal Metadata Interchange Framework- that can map each national standard metadata definition into the legal document ontology classes that are then used for retrieving the semantic information (one LMIF for each homogeneous collection of document).

In this way it is possible to define a minimal set of metadata, through LIDO, that allows the querying between heterogeneous legal documents based on different local or national standards and expressed in different languages. This mechanism (LIDO+LMIF) favors also the interoperability between different document databases (e.g. N-Lex\(^2\) or Eur-Lex\(^3\)).

This enrichment of the CEN Metalex potentiality is possible if an URIs naming convention is defined to identify the legal resources, even if they come from different applications, standards, and methodology. At the internal level, systematic ids need to be adopted to refer to parts and fragments.

\(^2\)See http://eur-lex.europa.eu/n-lex/pays.html?lang=en
\(^3\)See http://eur-lex.europa.eu/
Another important issue is to include a mechanism for representing the temporal model of the dynamicity of the legal document. It is expressed in the URIs naming convention and in the legal document organisation that permits versions, variants, plurality of versions, static and dynamic links are thus represented (Fig. 10.2).

### 10.4 LIDO—Legal Informatics Document Ontology

#### 10.4.1 Definition of LIDO

If CEN Metalex is well oriented towards the structure of the document, it is missing a real legal document ontology to describe the legal meaning of the structural components in the text. So within a text marked up as a hierarchy container (hcontainer) it is not possible to distinguish between a chapter and an article because they use the same tag, the same properties, the same attributes and pattern. The same happens for each part of the legal document that includes legal axiological and ontological value, inalienable for the correct interpretation of the legal informatics resource as source of law. More and more the digitalization of the legal documents underestimates the semantic values and the legal validity. In order to maintain this important knowledge of the semantics of the parts in a legal document, it is fundamental to use a legal document ontology to represent it.

For this reason we have started to model a legal document ontology—LIDO—with the purpose to fill the gap in the state of the art in order to capture and model the legal axiological and ontological meaning of the structural parts of the legal document independently of the legal tradition, language, and standard used for the mark up.

LIDO is based on the FRBR ontology, takes inspiration from the CIDOC CRM and LKIF and from other important document ontologies created for bibliographic resources. On the basis of this consolidated state of the art we have taken in consideration the legal knowledge to fit in the document.
In our starting model focalised the attention on these first components:

(a) The legal actions affecting the document and through the document (such as publication, delivery, etc.);
(b) The legal temporal events (such as the date of commencement);
(c) The structure of the legal resource (such as articles, etc.);
(d) The semantic structure of the legal document organisation (preamble, preface, etc.).

Some examples of LIDO classes are described in the following specifying the definition, the axioms, the proprieties.

### Legal temporal events

<table>
<thead>
<tr>
<th>Class</th>
<th>Definition</th>
<th>Axioms</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transposition_Event</td>
<td>Deadline within the member states must implement/transpose the EU Directives into national Law.</td>
<td>It is &gt; of the Delivery_Date&lt;br&gt;It is &gt; of the Commencement_Date</td>
<td>Transposition_Date</td>
</tr>
<tr>
<td>Modification_Event</td>
<td>Event when act the modification on the modified document</td>
<td>It is &gt; of the Commencement_Date&lt;br&gt;It is &gt; of the Operational_Date</td>
<td>Source&lt;br&gt;Destination&lt;br&gt;Modification_Action&lt;br&gt;Modification_Date&lt;br&gt;Arguments&lt;br&gt;Commencement_Date</td>
</tr>
<tr>
<td>Commencement_Event</td>
<td>Event that starts the enter into force of the act</td>
<td>It is &gt; of the Publication_Date</td>
<td>Operational_Date</td>
</tr>
<tr>
<td>Operational_Event</td>
<td>Event that starts the efficacy of the act</td>
<td></td>
<td>Delivery_Date&lt;br&gt;Document_Number&lt;br&gt;LegalDocType</td>
</tr>
<tr>
<td>Delivery_Event</td>
<td>Event that deliveries the document</td>
<td></td>
<td>Delivery_Date&lt;br&gt;Document_Number&lt;br&gt;LegalDocType</td>
</tr>
<tr>
<td>Publication_Event</td>
<td></td>
<td>It is &gt; of the Delivery_Date</td>
<td>Publication_Date&lt;br&gt;Publication_Num&lt;br&gt;Publication_Type&lt;br&gt;Name_Publication</td>
</tr>
</tbody>
</table>

### Structure of the Legal Resource

<table>
<thead>
<tr>
<th>Class</th>
<th>Definition</th>
<th>Axioms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Higher_Division</td>
<td>Higher division of the legal resource</td>
<td>It is part_of Higher_Division</td>
</tr>
<tr>
<td>Basic_Unit</td>
<td>It is the basic normative element with a unique numbering in all the document. It is the basic of the normative citations.</td>
<td>It is part_of Higher_Division</td>
</tr>
<tr>
<td>Sub_Division</td>
<td>It is the basic normative element with a unique numbering in all the document. It is the basic of the normative citations.</td>
<td>It is part_of Basic_Element</td>
</tr>
</tbody>
</table>
10.4.2 The Reference Mechanism Between CEN MetaLex and LIDO

The reference mechanism for linking CEN Metalex to any external ontology is to use RDFa assertion containing an RDF statement.

The objective is to use the RDFa syntax to classify the structural part of the CEN Metalex text with the LIDO semantics added. The RDFa was chosen as syntax to allow embedding assertions directly in the document and for guaranteeing the self-containment of the semantic in-place into the XML structure and helping in this way web engines and spiders for using metadata to classify the document.

Furthermore RDFa was selected because it is possible, with an RDFa process, to extract in automatic way RDF statements also by reification.

On the other hand an important RDF construct can help this mechanism: the rdf:type predicate specifies a particular subject to be a member of the class in the object. Therefore the following statement says that the element nir:pubblicazione is an instance of the class Act_of_Publication (Table 10.1).

<table>
<thead>
<tr>
<th>Table 10.1</th>
<th>Example of rdf:type usage</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>&lt;rdf:Description rdf:about=&quot;nir:pubblicazione&quot;&gt;</code></td>
<td></td>
</tr>
<tr>
<td><code>&lt;rdf:type</code></td>
<td><code>http://www.cirsfid.unibo.it/lido/lido.owl#Act_of_Publication&quot;&gt;</code></td>
</tr>
<tr>
<td><code>&lt;/rdf:Description&gt;</code></td>
<td></td>
</tr>
</tbody>
</table>

Example:

Using this predicate (rdf:type) we are able to exploit the RDFa syntax and permit an embedded annotation of the metadata within the XML structure, therefore we can use RDFa syntax for enriching the CEN Metalex with statements concerning the semantics of the structure.

RDFa uses the following syntax for making statements (Table 10.2)⁶:

Since in our case we need to connect the LIDO classes with their document values, we are using the above annotation approach respectively: for elements the second annotation (marked B) using the REL predicate; for the attributes the first annotation (marked A) with CONTENT.

The result inside of a CEN Metalex document using the embedded RDFa syntax is the following:

That means to say the following assertion:

1. the current document has a publication_act in the current metadata;
2. pubblicazione has a Type with value GU;

⁴http://www.w3.org/TR/xhtml-rdfa-primer/
⁵http://www.w3.org/TR/rdf-primer/
⁶http://www.w3.org/2006/07/SWD/RDFa/syntax/
Table 10.2  Example of RDFa syntax

A) ANNOTATION WITH A LITERAL

```xml
<rdf:about rdfa:property="lido:publication_date" rdfa:content="19990517">
  this statement says that the present document has a publication_date with content = 19990517
</rdf:about>
```

B) ANNOTATION WITH A URI

```xml
<rdf:about rdfa:rel="lido:publication_date" rdfa:href="http://www.estrella.org/it/act/20041010/11/ita@/main.xml#span12">
  this statement says that the present document’s publication date is in the element with ID “span12”
</rdf:about>
```

3. pubblicazione has a number with value 113;
4. pubblicazione has Publication_date with value 19990517.

Finally using an RDFa processor (via XSLT) we obtain five RDF statements.

10.5 LMIF Level

10.5.1 LMIF Definition

The RDFa assertions are embedded within the CEN Metalex, therefore any semantic engine should be able to infer the semantic meaning of the local metadata element using the appropriate LIDO classes. Yet, this implies processing all the documents in a homogenous collection for detecting the correct semantic block inside each one of the XML documents. The engine devoted to process the semantic query, for this purpose, should infer all the mappings between the national metadata and the LIDO classes and in this approach the engine is not independent of the evolution of the XML standard or of LIDO itself.

Also during the conversion from national XML standard to CEN Metalex the RDFa annotation is no trivial task because the LIDO classes can change and vice
versa also the metadata definition in the national standard could be modified. So an encoded solution, for instance embedded into an XSLT, is no longer a good solution.

A more reasonable approach is to externalise this mapping and use a vocabulary correspondence approach. So we define an LMIF (Legal Metadata Interchange Framework) layer that can make assertions on facts that are not explicitly present in the metadata items of the document but are inferred on the elements and the attributes of the local standard. LMIF is this a meta-level for making statements on the existing standard and making vocabulary independent the query as well as the semantic annotation inside of the CEN Metalex document.

This approach is clean and permits to the code of any engine or application to be unaware of the names of the LIDO classes or the native XML metadata items, but to rely on the LMIF definitions only.

As it is evident this approach has several advantages:

1. make assertions on the elements (tag) and attributes of a standard (reification);
2. maintain the semantic mapping outside of any application code;
3. separate in independent layers the levels of the standard design: CEN Metalex and LIDO can evolve independently;
4. produce a translator to access the RDFa sentences on the fly without requiring any the RDFa statement to be present, because it is possible to work on the LMIF mapping only;
5. provide better extensibility and maintainability;
6. map/integrate/compare different vocabularies coming from different local standards and make queries such as: return all the metadata items used in Europe for expressing the publication of the document.

LMIF fragment mapping the NIR\(^7\) publication metadata into LIDO

### 10.5.2 LMIF Extension Syntax

Because LMIF was essentially RDF plain assertion, a new syntax XML was developed for expressing more complex metadata structure and relationships. The idea is to represent the mapping from national metadata into LIDO classes using a more expressive syntax that take in account the original structure of the modelled metadata.

In the case of the NIR element \texttt{nir:publication} we have the following nesting situation:

\[
\text{<pubblicazione tipo="GUUE" num="L 157" norm="20030626"/>}
\]

where the metadata publication is an element with three attributes. Following the RDF statement this means to break this tagging into at least four statements as

---

\(^7\)NIR is NormeInRete Italian XML standard for making up legal document promoted by the CNIPA, Departiment of the Government. See for more details AIPA (2002).
Table 10.3  Example of RDFa statements into XML CEN Metalex

```xml
<mcontainer name="pubblicazione" id="metalex_idpubblicazione115252432" xmlns:rdfa="http://www.w3.org/ns/rdfa/" rdfa:about="#pubblicazione"
    rdfa:href="[lido:Act_of_Pubblication]" tipo="GU" num="113" norm="19990517">
    <meta id="metalex_idtipo115252488" name="pubblicazione-tipo"
        rdfa:about="#pubblicazione"
        rdfa:property="[lido:Pubblication_Type]" rdfa:content="GU"/>
    <meta id="metalex_idnum115252592" name="pubblicazione-num"
        rdfa:about="#pubblicazione"
        rdfa:property="[lido:Pubblication_Number]" rdfa:content="113"/>
    <meta id="metalex_idnorm115252672" name="pubblicazione-norm"
        rdfa:about="#pubblicazione"
        rdfa:property="[lido:Pubblication_Date]" rdfa:content="19990517"/>
</mcontainer>
```

Fig. 10.3  elementDescription XML-schema tree

Table 10.4  RDF extraction form RDFa statements

```xml
<rdf:Description rdf:about="metalex_idpubblicazione115252432">
    <rdf:type rdf:resource="[lido:Act_of_Pubblication]"/>
</rdf:Description>
<rdf:Description rdf:about="metalex_idtipo115252488">
    <rdf:type rdf:resource="[lido:Pubblication_Type]"/>
</rdf:Description>
<rdf:Description rdf:about="metalex_idnum115252592">
    <rdf:type rdf:resource="[lido:Pubblication_Number]"/>
</rdf:Description>
<rdf:Description rdf:about="metalex_idnorm115252672">
    <rdf:type rdf:resource="[lido:Pubblication_Date]"/>
</rdf:Description>
```
showed in Table 10.3. But in this representation we can notice that we have missed the relationship that connects the main element and its attributes.

So we have designed an XML schema for improving the syntax expressiveness of LMIF with the intention to pass to OWL that promising to resolve also other complex situations.

ElementDescription element is introduced in LMIF for modelling element name, tag and its attributes in order to map more information on LIDO classes, properties and their relationships (Fig. 10.3 and Table 10.4).

In this way the previous definition shown in Table 10.5 is now represented in more expressive way as follows (Table 10.6):

Table 10.5 LMIF fragment related to the publication metadata

```
<?xml version="1.0" encoding="UTF-8"?>
<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
  xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"
  xmlns:nir="http://www.nir.it/2.0"
  xmlns: dsp="http://www.normeinrete.it/nir/disposizioni/2.0"
  xmlns:lido="http://www.cirsfid.unibo.it/lido/"
  xmlns: rdf:"about="#" />
  <rdf:Description rdf:about="#nir:pubblicazione"
    rdf:resource="#[lido:Act_of_Publication]" />
  <rdf:Description rdf:about="#nir:pubblicazione-tipo"
    rdf:resource="#[lido:Publication_Type]" />
  <rdf:Description rdf:about="#nir:pubblicazione-num"
    rdf:resource="#[lido:Publication_Number]" />
  <rdf:Description rdf:about="#nir:pubblicazione-norm"
    rdf:resource="#[lido:Publication_Date]" rdf:datatype="#xsd:date" />
```

Table 10.6 LMIF new syntax

```
<lmif:Description rdf:about="#nir:pubblicazione">
  <lmif:elementDescription type="required">
    <lmif:elementName value="#nir:pubblicazione"
      meaning="#[lido:Act_of_Publication]" vocabulary="#http://www.cirsfid.unibo.it/lido/" />
    <lmif:elementAttributes>
      <lmif:attribute name="#nir:tipo" type="required"
        meaning="#[lido:Publication_Type]" vocabulary="#http://www.cirsfid.unibo.it/lido/" />
      <lmif:attribute name="#nir:num" type="required"
        meaning="#[lido:Publication_Number]" vocabulary="#http://www.cirsfid.unibo.it/lido/" />
      <lmif:attribute name="#nir:norm" type="required"
        meaning="#[lido:Publication_Date]" vocabulary="#http://www.cirsfid.unibo.it/lido/" />
    </lmif:elementAttributes>
  </lmif:elementDescription>
</rdf:Description>
```
10.6 Conclusions

The CEN Metalex is vocationally an interchange format and it is the best candidate to harmonize the plenty of obsolete legal XML standard not based on pattern, not designed using triple metadata assertion and with not clear division between content, metadata and presentation. For doing that some translators were developed as prototype inside of Estrella project (NIR, Metalex and Akoma Ntoso). But this conversion is not full if a legal document ontology is not used for linking the semantic part to the structure. We have proposed an embryonic legal document ontology—LIDO—that we intend to complete (partially is already available in OWL) and a mechanism for connecting LIDO to the XML structural part through RDFa annotation.

Moreover we have defined LMIF, a middle layer, that helps to make the mapping not only on the literal but associating the native metadata vocabulary with LIDO concepts. We discovered during the Estrella pilot cases that RDF syntax is not enough and an extension was made for capturing also the hierarchy and the nested metadata relationships.

During this second phase of the research we add also the possibility to access to the semantic without the RDFa statement but using directly the LMIF assertion.

The future work will concentrated on two tasks: (1) to improve the LIDO for making it a robust ontology fully inclusive of axioms useful for enhancing the engine retrieval8 and the semantic query; (2) to improve the syntax of LMIF for permitting to express more and more complex native XML metadata structure. LMIF is able to normalize in triple RDF complex metadata structure for favouring a better exploitation from the web applications.
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Chapter 11
From Thesaurus Towards Ontologies in Large Legal Databases

Ángel Sancho Ferrer, Carlos Fernández Hernández, and José Manuel Mateo Rivero

11.1 Introduction

Legal information publishers are in the middle of a historical paradigm shift due to the shift in information technology support from paper to electronic. Not only is the change seen in delivery platforms or interface design, but also a huge increase in the number of documents to be managed, and a change in the technology to exploit “smart content”.

These tools—that have worked for centuries—do not scale to new volumes of content, neither for the users that prefer full-text searching over navigating indexes nor for the investments by publishers to maintain and manually classify such a large number of documents.

While ontologies are a more sophisticated and promising modeling paradigm for automatic content processing, they have two limitations. First, today’s user interfaces are focused on simplicity to enable the customer to provide simpler queries and thus inhibit exposing the full power of ontologies. Second, search engines at present remain unable to exploit knowledge using the full power of ontologies.

“Since the classic ‘Handbook of Legal Information Retrieval’ was published in 1984, improvement in legal information retrieval has not seen any major advancement. Quite to the contrary, information overload (...) has amplified the basic problems.” (Mandala et al. 1998)

A first step to improve the efficiency of the search in legal databases is to understand what differentiates an expert’s behavior from that of a novice, and to what level that expertise may be expressed in algorithms and data structures. One key observation is that experts are able to “build better queries,” both for full-text and traditional paper taxonomical queries. Experts are more efficient because they have more knowledge on vocabulary, the content of collections and information tools. As expressed by Bunnell’s Laws of Retrievability: “Everything is stored somewhere. The secret to retrieving things is simply finding out where they are stored”.

Á.S. Ferrer (✉)
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So the question now is how to help users to formulate the “correct query” for that problem in that collection and retrieval engine. Or as expressed by John Brockman “in the last 50 years we have taught our Children answers to build knowledge; in the next 50 years we need to teach them to ask the right questions, since anyone can assume that all answers are just there” (Brockman 2002).

So the challenge is how and which methodology should be used to integrate the expert’s knowledge into a search system. How can the search engine be made to work as a Conceptual Legal Search Engine, which makes a novice’s query behave like an expert’s query?

This paper is organized as follows: Section 11.2 details legal users’ concrete needs, according to studies of their searching behavior. Section 11.3 explains why traditional knowledge classification systems (thesauri, taxonomies, table of contents) are not enough in large databases, and modern ontology solutions are still unmanageable in terms of performance in searches of millions documents. Section 11.4 describes technological developments, namely, the methodology of the legal dictionary used by the search engine and the benefits for the user of semantic processing. In Section 11.5, we briefly present other search developments. Section 11.6 describes future works and challenges. Finally, Section 11.7 presents the conclusions.

11.2 How Do Legal Professionals Search?

Information needs of judges and lawyers are more sophisticated than those of common web searchers:

- Their queries are more complex because legal problems involve not only finding an “object” (site, person, book, item) but describing a set of facts and legal consequences that cannot be expressed in only two or three words.
- Their results must be more precise, as the consequences of their analysis imply more responsibility. A “good result” is not enough. They must explore alternatives exhaustively and granularly.

When new search features are developed for legal professionals, it is almost compulsory to adapt them to the user’s actual needs and behavior. Legal professionals are not technically oriented. Experience demonstrates that most of them will not make any extra effort to understand a search engine’s internal logic. Therefore, the actual tendency is not to make the search forms more sophisticated but to anticipate the usual behaviors and mistakes. It is necessary to know how users search and what kind of problems they have when searching.

As explained in a previous paper, more than 80% of the queries actually made in a legal database are expressed as pure full-text searches (Sancho-Ferrer et al. 2008). Only a small percentage of queries use a thesaurus, tables of contents or metadata. In fact, this trend is increasing each year.

Users’ more common complaints when doing legal research are: “there are too many results in the results list” or “depending on how I express the same idea of mine, the retrieved documents are different.”
The search process is basically the same on paper and in electronic databases. It is a process of “trial and error” in which the user must do multiple queries until he finds the correct terms in a paper index or the query that retrieves good documents in a database. “Finding the correct search terms is a game of change, language approximation is minimal and even simple linguistic tools are missing” (Liebwald 2007).

### 11.2.1 Query Formulation for Paper Indexes

Sometimes we forget that this is also what happens in paper searches. The following description about legal research in printed material is illustrative (Elias and Livinkind 2005): “The first step in using the index and table of contents in any law book is to look up the key word in that index and table. If that’s not successful because the word is not in the index or the index does not lead to relevant material in the book, the next step is to think of as many different phrasings and contexts of the word as possible. You simply will not know for sure whether or not a word will be fruitful until you try it”.

For instance, let’s think that your research question is whether “a drunk driving conviction results in the loss of a driver’s license”. The first step is to determine some key terms. One index classifies the issue under “intoxicating liquor, operating under the influence of”, another one classifies it under “operating vehicle under influence of intoxicating liquor” and a third index classifies it under “driving under influence of drugs”. These are three different starting letters of the alphabet to begin the exploration of different taxonomies.

### 11.2.2 Reformulation Strategies for Full-Text Search Engines

The way to formulate and reformulate queries in electronic tools to solve legal problems is different from those for paper tools, as the query does not only consist of trying a word in an index but of creating a natural language formulation. The kind of query reformulations we found can be classified in three groups:

- **Adding new terms.** The user begins with a very simple query, just with a few terms, that will retrieve a huge amount of documents and, for this reason, the user will have to add new terms to the query in order to reduce the number of results.

  Sometimes the user will add new terms that he has just read in the results list or sometimes will add terms that were already in his mind but were not included in the original query in an effort to avoid a very small result list.

  As a result of this, the new query retrieves fewer documents (Fig. 11.1.)

- **Deleting terms of the query.** Sometimes the user begins with a complex query with a lot of terms but he does not obtain good results. In those cases, the user will delete terms from the original query to simplify it.

  As a result of this new query, the user retrieves more documents (Fig. 11.2).
11.2.3 Expert’s Behavior

An important point to frame the problem is understanding the differences between the queries formulated by experts and non-expert users.

Experts reformulate less because they construct a better query. But what is a better query and what kind of knowledge enables “creation of better queries”? Experts:

– know the legal domain, the categories to which reduce the problem;
– know the contents of the concrete database (the vocabulary used in those documents and concrete cases read so they can select terms of that specific case); and
– know the search tools to select (Boolean operators, thesaurus structure, tables of contents).

Experts select better “index terms” (from the thesaurus or from the specific collection) and follow better search strategies. For instance, while most users create a search such as “leasing de un automóvil”, experts create a query like “(leasing OR
‘arrendamiento financiero’) NEAR (vehiculo OR coche OR automóvil)”. They add synonyms, both from their knowledge of law and the documents, and construct a computer-oriented information request.

11.3 Information Tools

Certain knowledge-related concepts are dependent on the technology that supports auxiliary devices for the memory:

– The concept of “searching information” had no meaning in an oral culture.
– The need for “indexes”, “metadata” or “thesaurus” appeared when the information on paper exceeded the quantity that could be explored by pure sequential search.
– The concepts of “natural language queries” or “relevance sorting of the results list” appeared only with the emergence of electronic databases.

As the Library of Alexandria grew in size, locating relevant material became increasingly difficult. The problem was how to help library patrons find an item when the repositories became too large for a sequential search. The poet Callimachus (ca 305–240 BC) solved the problem by compiling a catalogue called *The Pinakes*.

The solution was to create additional data, auxiliary information about the items: metadata, taxonomies, indexes, search engines and ontologies in that chronological order, so that they became the main types of tools to help to find information.

11.3.1 Metadata

Metadata—data about data—are simply additional information about an object. They can be used (i) in an index, as categories to classify documents at indexing time by librarians or problems at search time by users; or (ii) in a sequential selection, namely, once in front of a list or on bookshelves (i.e. summary, title).

Another distinction can be made between objective and subjective metadata. Subjective metadata are more valuable, particularly metadata that describe the facts and consequences of a document, but they are also the most subtle and expensive to be created.

Moreover, metadata are the key piece that permits the creation of (i) indexes, that is to say, links to documents or pages; or (ii) taxonomies, namely, links to other terms. Metadata, when viewed from the index point of view are terms (a class, a hierarchy, a search space partitioning).

11.3.2 Indexes

An index aids the search by being a Search Space partitioning tool, defining a number of regions—that is, clusters or classes—to be used as navigation points.
It requires some structure, such as alphabetical order or other structure that can be navigated and, at each point, enables a clear decision for getting to the target:

- Indexes, catalogues (of books in a library), concordances (to pages in a book).
- Cluster of similar items and clustering is rather subjective to the test collection and the criteria used.

### 11.3.3 Controlled Vocabularies and Taxonomy Browsing

The next challenge is to control what terms can be used for indexing (classifications for the librarians) and searching (queries for users). In each type of metadata (index, facet), this can be limited by a plain closed list of terms that have been enumerated explicitly (controlled vocabularies) or more sophisticated views.

Taxonomies allow index terms (classes, subjects) to be arranged in a hierarchy. Thesauri extend taxonomies and thus make them better able to describe the world by providing more relations between terms, such as “Broader Term (BT)”, “Narrower Term (NT)”, “Scope Note (SN)”, “USE (another term is preferred instead of it)”, “Top Term (TT)”, “Related Term (RT)”. The use of a taxonomical list of terms (classification) is the most common way to access information, in the form of Tables of Content or Topical Indexes. In practice, most thesauri are just taxonomies or are exposed as that. Specialized taxonomies can be very useful for navigation in certain segments of legal activity because they express unique vocabulary in a limited number of highly focused nodes.

According to Foskett (1997) the main purposes of a thesaurus are basically:

1. To provide a standard vocabulary for indexing and searching—a controlled vocabulary
2. To assist the user in locating terms for proper query formulation (learning the domain).
3. To provide classified hierarchies that can broaden and narrow the current query request according to the user’s needs (reformulating the query).

### 11.3.4 Thesauri’s Disadvantages

For the user:

- As the thesaurus tree becomes bigger, finding a concept in it becomes more difficult and requires more specialization and familiarity with the categories of the classification scheme.
- Due to its complexity, a thesaurus is more often “searched” instead of “browsed” in combination with full text search.
- It is harder to formulate complex queries because the thesaurus permits only hierarchical navigation whereas users want to enter “natural” search terms.
• In practice, some important nodes are over-developed and others under-developed, or some sections are not used (the first level can be too complex for a quick browsing operation and thus it must be searched).

For the Publisher:

• The modification of a thesaurus structure is difficult because this modification requires reclassification of documents. Document collections are dynamic and thesauri need regular maintenance.
• Analysis of documents delays time to market.
• Classification of documents is subjective, both for the analyst and the user.
• Thesauri are not useful for huge content collections.
• Users do not use them, as explained in Sancho Ferrer et al. (2008). Thesauri are losing their historical value in differentiating products and driving users’ product choices.

11.3.5 Search Engines

This technology is less than 30 years old, but conceptually it is the same approach as “automatic creation of indexes”. Full text is the “index terms”: no restricted vocabulary, although it can be controlled by the use of text-transformation techniques. Metadata restrictions and taxonomy browsing are added filters.

A search engine uses a flat model of terms. Therefore, the search engine knows nothing about the relations between terms and about the different role that attributes and types of relations should play in weighting or substituting of terms.

11.3.6 Browse Versus Search

The Association for Computing Machinery’s Special Interest Group on Information Retrieval provided the following description of the role of Faceted Search for a 2006 workshop:

“The web search world, since its very beginning, has offered two paradigms:
– Navigational search uses a hierarchy structure (taxonomy) to enable users to browse the information space by iteratively narrowing the scope of their quest in a predetermined order, as exemplified by Yahoo! Directory, DMOZ, etc.
– Direct search allows users to simply write their queries as a bag of words in a text box. This approach has been made enormously popular by Web search engines, such as Google and Yahoo! Search.

Over the last few years, the direct search paradigm has gained dominance and the navigational approach has become less popular. Recently a new approach has emerged that combines both paradigms, namely, faceted search.

Faceted search enables users to navigate a multi-dimensional information space by combining text search with a progressive narrowing of choices in each dimension. It has become the prevailing user interaction mechanism in e-commerce sites.
and is being extended to deal with semi-structured data, continuous dimensions, and folksonomies.1

In the early days of the Internet, the debate was “directory” versus “search.” Yahoo’s approach was quality: “how can technology give quality results?”. The answer was hierarchy: Yahoo adopted a directory approach to navigation and subcategories blossomed underneath (end of 1994).

As surfers moved from a stance of exploration (“what’s out there?”) to expectation (“I want to find something that I know is out there”), search as a navigational metaphor began to make sense. In late 1995, Yahoo added search to its directory.

“The shift from exploration and discovery to the internet based search of today was inconceivable. Now, we go online expecting everything we want to find will be there”. (Mandala et al. 1998)

11.3.7 Ontologies

Ontologies in a general definition are just “the specification of a conceptualization” (Gruber 1993). “A conceptualization is an abstract, simplified view of the world that we wish to represent for some purpose” (ibid.). The Semantic Web has popularized the need for this shared semantics in machine readable formats.

“The project of a common ontology which would be accepted by many different information communities in many different domains has thus far failed. Not all conceptualizations are equal” (Smith 2003).

From the point of view of search, ontologies can be seen as just another level of sophistication of the thesaurus, adding not only more relations but attributes and restrictions for each node.

As the search engine’s “inverted index” philosophy does not have any knowledge about the relations between terms, the challenge is how to use all that modeled knowledge, both in the interfaces and in a search engine without introducing noise or performance problems (Casellas 2008).

11.4 Core Developments of the Semantic Search Engine

In the following pages, we are going to describe our work in designing and launching a search engine for a large legal database (Wolters Kluwer Spain’s La Ley Digital) using natural language, semantic expansion, relevance-ranked results lists, dynamic summaries and suggested terms, based on Lucene search engine.

With this aim in mind, we must point out, from the very beginning, that the goal of building a Conceptual Legal Search Engine (Hafner 1998; Liebwald 2007) and the idea of using a lexical database like WordNet for improving information retrieval are about two decades old. However, we still do not know any successful commercial solution.

1http://www.sigir2006.org/
In our opinion, this is because “a fundamental weakness of current information retrieval methods is that the vocabulary that searchers use is often not the same as the one by which the information has been indexed” (Mandala 1998). Consequently, we think that conceptual retrieval systems may help to solve this weakness as they “will search not only for words explicitly articulated by the user, but also for terms conceptually implicit in such requests” (Susskind 2000).

The conclusions of the efforts when using a lexical database as WordNet for information retrieval are that recall increased, but simultaneously precision and performance decreased (Voorhees and Harman 2005). Therefore, our approach to make the search engine work at the level of concepts, thus increasing recall, precision and performance, has required that we develop both the technology and methodology from the ground.

11.4.1 Goals of User Experience Design

After analyzing different levels of functionality and the affordability of solving each technological challenge, we decided that our main goal would be to create a quick search that generates confidence in the system’s knowledge. For these reasons, we chose to only generate synonyms and provide feedback about the semantic processing:

– **Compulsory synonyms**: our dictionary only includes strictest synonyms and does not allow users to check and uncheck all the expressions. A check boxed list of expressions scares users and slows down the search process because the user has to think about which expressions to include in the search (although the user does not know the impact).

– **Expressions shown**: we only display a selected range of synonyms to the user in the interface. Only the more representative expressions of the concepts are shown, as a full list could be too long and almost unreadable. The aim is to increase the user’s confidence in the system because it has recognized the query and the related concepts (Fig. 11.4).

11.4.2 Terms, Words and Concepts

Search engines deal with “terms” (dictionary of symbols), while humans deal with “concepts” (ideas representation), although the information is expressed in natural language which is stored and communicated in “words” (written symbols). The mapping between “words” and “terms” is solved through text-transformation algorithms (tokenization, normalization of case and accents, stemmers, stop words), that are a one-to-one relation modified by deterministic rules. Nevertheless, the natural language mapping between words and concepts is not a one-to-one relation and is thus more complex because:

– The same concept can be expressed with different words (synonyms that produce silence cannot retrieve documents).
– The same word can refer to different concepts (polysemy, which creates noise by the ambiguity of retrieving bad documents).
– Several words together can have a specific meaning, different from each word individually (compound terms can create noise if not recognized as a literal expression).

In a first phase, we have decided to focus on a quick natural language query at the conceptual level. This means working on the strict synonym relation, and mapping simple and compound lexical expressions to concepts in the most transparent way to the user.

Semantic processing does not deal with ambiguous terms or other kinds of relations between concepts. However, the fact that the search engine is aware of concepts, not only isolated words, allows the following improvements:

– By including synonyms, a bigger number of potentially relevant documents are retrieved (recall).
– Through the recognition of compound terms, irrelevant documents are eliminated (precision).
– Conceptual indexing provides higher precision and retrieval speed (performance).
– These achievements collectively enable easy formulation of more complex queries (natural language).

### 11.4.3 Technological Developments

The goal is to make the search engine understand that a natural-language sequence of words like “loss of a driver’s license for driving under the influence of alcohol” is using the same sequence of concepts despite the words used. For instance,
this idea could be expressed as “retirada del carnet de conducir por conducir en estado de embriaguez” or as “se le retiró el permiso de conducción porque conducía borracho”. Although they do not have any word in common, the system should:

1. Identify that there are four concepts (some of these are multiword; stop words should be eliminated). For this query, there are about 70,000 different word combinations that the actual system recognizes as the same sequence of concepts.
2. Provide feedback through editorially created text about what has been understood, and the main synonyms that will be included in each concept.
3. Translate these codes into a query (term index) with relevance, highlighting, suggested terms and extracts.

The first step is to leverage the semantic knowledge. This structure (that we call “Knowledge Data Base”) contains the lexical relations and is explained in Section 11.4.4. An extended Synonym Ring-like database. The second step is to integrate natural language with the search engine. Analytical technologies form the foundation for integrating semantic knowledge into a search engine, and this is where the natural language algorithm and dictionary introduces the text to the search engine. An inverted index structure is just a huge matrix of terms and documents: terms take the centre, so the mapping from the natural language symbols of the queries and the documents to a new coding of the basic symbol is the first step in changing the “understanding” of the search engine.

There are two basic techniques to expand the semantics of the user’s query.

1. Query cooking adds Boolean operators at query time (optional terms, phrasal terms, nested clauses, weightings). It is very flexible, but causes performance problems as collections grow along with the sophistication of semantic processing because more terms must be processed with Boolean operators. Query cooking also impacts highlighting and relevance scoring.
2. Injecting synonyms at index time solves these performance issues but requires developing specialized support technologies, such as analyzers and highlighters. These create several semantic levels of the same document and choose the abstraction specific query time processing.

Each of these techniques solves a part of the problem, but has limitations or side effects in:

– performance;
– relevance calculations;
– query parsing;
– highlighting;
– the mixed indexation of original and semantic views in the index;
– recognition of compound words (it is easy to go from one to multiple words but, for the reverse, two different analyzers must be used for the indexing and searching phases); and
– how to provide feedback for the user.

### 11.4.4 Index Time and Search Time Semantic Analyzers

The role of semantic analyzers is to transform the text of documents and queries into index terms. The classical tasks are tokenizing, normalizing, lemmatizing and removing stop words. Analyzers can enable other interesting transformations such as a soundex, fuzzy logic, geographical awareness, support for T9 keyboards and even color codifications (Gospodnetic and Hatcher 2005). Synonym-injection is an index process to add words not present in the document in the same position as the originally indexed word, so each word behaves equally at search time. This process has problems with compound expressions and highlighting.

For instance, the single concept of “plan de opción de compra sobre acciones”, a synonym expression of “stock options,” should be indexed as multiple terms:

1. **Plan** (word)
2. **Opción** (word)
3. **Opción** (concept)
4. **Opción de compra** (concept)
5. **Opción de compra sobre acciones** (concept)
6. **Compra** (word)
7. **Compra** (concept)
8. **Sobre** (word)
9. **Acción** (word)
10. **Acción** (concept)
11. **Plan de opción de compra sobre acciones** (concept).

All eleven index terms of this example are different semantic views of one concept expressed in seven words. At search time, or when a human reads the text, there is only one concept. But during query formulation, any of those levels can be used to express the user’s problem. For this reason, all of the inner semantics must be indexed, each one must retain some positional information and stop words must be removed. Some terms are just words without synonyms, while others are simple literal expressions to be treated as unitary symbols; and others are concepts with their own synonyms. The user can query at any of those levels, combined with other terms as well as at other levels of abstraction.

Processing complex queries and whole documents requires complex analysis, so efficient recursive routines are required. Two different analyzers must be created:

– The processing of documents at index time and at highlighting time.
– The processing of the query at search time and suggestion of terms from the result list to refine the query. This analyzer must be able to operate with and without
semantic processing, the query must provide an editorialized version of the most representative synonyms included and it must suggest the terms that have been tagged as useful for refining the query.

However, both analyzers working together are required for highlighting, one processing query terms and the other the document to tag.

The natural language algorithms pose two engineering challenges: (1) continuous matching against the semantic dictionary combined with detecting compound expressions requires controlled recursive processing; and (2) concepts can be contained in a broader concept that changes the meaning. In searching, the longest is what must be returned, and in indexing, all of them, but it is important to control when the buffer can be restarted safely.

The actual processing times in a single CPU are around 200 documents per second and 100,000 queries per second. This high performance is needed because the semantic analysis of texts happens in huge quantities and varieties in all parts of the search process (query, highlighting, term suggestion and indexation).

### 11.4.5 Data Structures and Authoring Methodology of the Semantic Dictionary

WordNet is the most extended and developed attempt to codify semantic and lexical information. However, the use of lexical ontologies such as WordNet has not been useful for us. Upon initial analysis, the approach appeared to meet our needs: a machine-readable lexical database that “is neither a traditional dictionary nor a thesaurus but combines features of both types of lexical reference resources. The building block of WordNet is a synonym set (synset) of all words that express a given concept.” (Fellbaum 1998)

Our solution to map lexical expressions to concepts is a similar approach to the synsets or synonym ring, but soon the translation of that work was discarded as:

- The syntactical tagging does not help in most ambiguous search problems.
- The treatment of ambiguity creates noise, as a term belonging to two meanings will always expand to all the synonyms of all the senses.
- Other relations do not play a role in this phase of our system.
- The authoring methodologies are different (misspellings, text variations, when to create an expression or let the relevance play).
- More contents need to be developed.
- The integration with the search engine needed other structures.

To create the semantic dictionary, there are three different parts that need special data structures and author methodology:

- Indexation: information for the search engine, which is an exhaustive relation of lexical patterns, already processed by the analyzers.
– Search: information for the user, to be presented as feedback during query formulation, an editorialized selection of the main concepts.
– Suggested terms for refining queries presented in the results list—a selection of one of the lexical expressions as the most expressive of the concept, and a decision about whether this concept should be suggested for refining a query.

11.4.6 Criteria to Incorporate New Concepts and Expansion in the Dictionary

In this version of Wolters Kluwer Semantic Expansion, we are working only with pure synonyms and our experience is that we must be much more rigorous than we initially expected. Users will not complain about an expression that has not been created, but they will complain if a wrong expression is included and retrieves unexpected results.

In fact, synonyms are so natural to humans that most of the time users do not even notice the expansion (“yes, I’ve asked for ‘leasing’ and here there are documents about ‘arrendamiento financiero’, as I’ve typed in my query”). A common question is why we do not use a dictionary of synonyms. The reason is that they are more oriented to literature but, in fact, those are “similar or related terms”, not exactly “interchangeable without changing the truth value of the proposition in which they are embedded”.

The context can make “false synonyms”, words that might act 90% of times as synonyms but in fact they are not, so there is the risk to bring the user something that is not strictly what he has requested. Consequently, more slow reading is needed to ask if the terms are:

– Are they pure synonyms? All of them equally interchangeable?
– Is there a risk of ambiguity?

There are very closely related terms that are not really synonyms (it is very usual in common language to use the part for the whole or a more abstract concept). Most of the time, they act as the same idea for a search, but maybe there is a concrete regulation or a sentence that determines different consequences because of small nuances. The only way to be sure is to read more documents (see below the Dynamic Summary, which is very useful for these internal tasks) and it is desirable to take a look at different document types to have multiple contexts (authors, judges and legislators).

As noted earlier, we do not create the ambiguous terms in this phase in order to avoid introducing noise. We let the relevance algorithms determine the correct meaning by a proximity with the other terms of the query. This has worked nicely, although more work in the future is needed as explained in Section 11.6.
11.4.7 Compound Expressions

There are lots of concepts expressed as a multiword expression that have a meaning different from the meaning of each individual word forming the compound (i.e. “value added tax”, “stock options”, “duty free shop”). Identifying these concepts (no double quotes) automatically avoids retrieving many documents that simply “have all the words” but are sent—through relevance ranking—to the bottom of the results list and are useless.

11.4.7.1 Typos

A non-obvious feature of this dictionary is that it becomes possible to identify and correct those typos that are necessary to retrieve documents. The traditional semantic approaches as WordNet do not solve typographical errors, as they are not a linguistic relationship. Nonetheless, this sort of errors can become essential for retrieval beyond what a “did you mean” feature can do.

For example, many legal documents talk about “Vivenda” instead of “Vivienda”, but a “did you mean” functionality does not solve this problem. An indexation approach is needed; otherwise the documents containing the typos will not be retrieved. In fact, there are many documents that contain that typo and could constitute a large results list. If those documents are not retrieved, the user could think that there are not more documents. We have been surprised by the large number of typos in documents, some of them occur in the legislative text and cannot be modified by publishers. Typos are numerous in court decisions, but there are fewer occurrences in expert author’s doctrinal content.

Our solution of handling typos semantically, at indexation time, eliminates the need for a “did you mean” solution. The semantic solution works regardless of how a word is queried or how it appears in a document.

11.4.7.2 Stop Words

Stop words typically do not contribute with meaning to the search and thus are removed from the query. Search engines typically consider articles and prepositions as being “empty.” However, semantic expansion and expressions acknowledge the use stop words in creating compound expressions (sometimes called anti-phrasing) such as “a pesar de”, “al hilo de”, “teniendo en cuenta”, etc.

Stop words are a concept of their own, just like the “zero” number was the last number to be “discovered”, and once it receives this treatment, the algorithms fit logically.

11.4.7.3 Non-legal Terms

Additionally, a common misconception is that this is a “legal dictionary”. A legal problem cannot just be represented with legal concepts because law deals with almost all things of common life (medical, financial, real state, etc.). Non legal concepts are, at least, 50% of the concepts used in real queries.
11.4.8 Term Suggestion Through Local Content Analysis

The use of natural language and the automatic inclusion of synonyms in queries are the first part of creating a good query. A second step is creating more precise queries, reformulating them after reviewing the initial results set, e.g. adding words that provide better results. While the metadata-based faceted filtering exploits content attributes, it does not describe the problem more accurately.

The risk in refining queries is adding words:

– that produce zero results and
– with little meaning in the results set and that do not truly refine it and provide good documents.

The local content analysis methods use the semantic dictionary and a scoring by co-occurrence (also called unsupervised clustering or relevance feedback) (Liebwald 2007; Manning et al. 2008). These are new techniques that “leverage advanced statistics and may or may not provide acceptable results. These mathematically rooted techniques are still relatively new and rather unpredictable.”

It is common that the quality of the relevance algorithms development requires a cross-functional team of subject-matter experts who evaluate “when it works” and software engineers who identify “what could be changed”. These statistical algorithms are integrating the former developments of semantic and dynamic document summary (beyond the scope of this paper):

– Semantics helps to select which terms to suggest as well as to extract the concepts from the documents.
– Dynamic Summaries help users to focus on the parts of documents that are more responsive to the query, which is done at high speed across large numbers of documents (Fig. 11.5).

11.4.9 Achievements and Benefits for Users

These achievements enable novice users to obtain similarly good results as expert users:

• **Semantic expansion**: by including synonyms in the query, users will not have to change terms of the initial query to add those synonyms as the system will do that for them. Confidence will be increased as the system generates more relevant synonyms than the ones the user would have in his mind. Finally, a more complex query can be formulated from the beginning because the system recognizes all those synonyms and their variations.

---

Suggested concepts: when users formulate very simple queries, they need some kind of assistant for obtaining more precise documents and avoid zero-hit results lists or irrelevant documents. To help users reformulate the query, we show the user a list of the most frequently occurring concepts in the documents retrieved so that he can easily add new terms to the query. Users benefit in two ways: they retrieve fewer documents but the documents that are retrieved are more relevant to the real problem they have to solve.

11.5 Other Search Functionalities Developed

Although this paper has focused on the semantic developments, it must be noted that they work together with other functionalities to leverage or complement the search experience. As explained before, the premises are:

- No query from two to four words reflects “a legal problem”. There is always more information to add, to concretize the problem. Our markets need more precision such as eBay and Amazon.
- Experts create better queries because of their greater knowledge of the domain and the search technology.
But it is also important to note that:

– When working with databases lots of time is spent browsing and reading the documents.
– Users do not read beyond the first page of results.

In addition to the functionality explained above for improving query formulation (natural language, semantic expansion, suggested terms), there are new functionalities for the results list:

– New, improved relevance algorithms (Sancho Ferrer et al. 2008) that are specific to each document type and each product desired behavior. Scored relevance ranking is an important feature for query reformulation, as all the results that are beyond the second results page do not exist for the user. The user will thus reformulate the query even, if the best document could be in the results list. The suggested terms to refine the query are also obtained from the best documents.
– Faceted results. The historical approach of legal databases has been to expose as much metadata as possible in search forms to help the user precisely express his problem. The actual tendency is towards exposing the most frequently used metadata as post-search filters. It is the same information already present in pre-search metadata assistants. A related concept is universal search, without preselecting content sources and classifying the results by tabs, each one with its own metadata and term suggestions.
– Dynamic Summaries. Saves time in opening, scrolling and reading each document looking at “where and how this document is about my expressed query.”

11.6 Future Research: How to Use Ontologies in a Search Engine?

The semantic expansion and suggested terms provide a new level in query reformulation through synonym substitution and the addition of terms. The next set of challenges deal with ambiguity and other relations between terms (hypernyms, hyponyms, meronyms, Is-a, part-of/has-a), that need special treatment and that will add more quality in the future. Therefore, work with ontologies is required as they expand the terms expressed in a query term or in a document metadata in the following way:

– Suggesting alternative queries to be decided by users in the user interface.
– By the publisher’s internal content enrichment, so instead of the simple controlled vocabulary for metadata or a thesaurus, they could use a whole range of elements of an ontology as index terms.
– By the search engine, as an autonomous Search Agent, capable of inferences and document selections without human intervention.
11.6.1 Interfaces and Internal Analysis Using an Ontology

Ontologies can be used to help users reformulate alternative queries in two ways:

– In the query: suggesting other terms or concepts to help his decisions. New user interfaces are needed for browsing ontologies.

– In the result list. Suggesting terms focused on a local content analysis, as it is done now but with more powerful schemas.

A related potential new task is the change in analysis work, using an ontology instead of a thesaurus as the model for classification, and enriching the nodes and attributes with expert knowledge for future exploitation by a search engine.

11.6.2 Characteristics of a Search Agent

A Search Agent is an autonomous software agent used for goal-oriented searching. It is more than a “reactive” results list calculator, which is what today’s search engines are. Search agents are able to make ontological inferences to substitute query terms that a search engine can exploit.

The engine will be able to navigate through the terms as nodes of an ontology, to extract patterns of the set of indexed documents and raw content to suggest related terms and documents of the known collection, understanding the index as a representation of a sub-domain of knowledge enriched with external ontological structures of that domain. The main developments needed for this purpose are:

– The definition of the ontology structure to be managed by the search engine.

– The definition of an inference engine that can operate with a search engine and an ontology.

– Methodology to fill the ontology.

– A reliable Score Ranking. A score is not an absolute value, comparable between different queries, but only useful to compare a set of documents against a single query.

– Suitable performance, for all the whole new kinds of hidden calculations and explorations of the query terms and collection space.

– This also means challenges in usability: what to show before or after the query, how much can be done transparently, how much should be exposed to the interface and how much should be done automatically but with appropriate feedback.

The aim is to exploit the corpus of documents of an index as a “set of experiences” or knowledge in the same sense as an expert librarian could suggest “I remember having read something about something that could be also useful”. As the search engine has “read” the contents, it can help users “to know what is there” in new ways beyond the traditional navigational use of the taxonomies.

So it will be necessary to combine statistical textual analysis and new algorithms in the search engine, turning the traditional scoring algorithms and the new
term ontology into a tool for a search agent. There is a lot of potential knowledge in the index that when combined with external ontologies, and expert systems and decision-tree algorithms, can deliver new kinds of search improvements in traditional inverted index vector space models.

11.6.3 Other Improvements

The richer model to use at index and search time can deliver also other functionalities.

– Ambiguous terms. These should be solved in the indexation phase, only by the context and without a dialog with the user. It is simply not possible to mark the ambiguous terms manually in the documents.

– Personalized relevance, using metadata and user’s profile. It is about algorithms, not terms, but again it is a way to include in the query implicit information as the subject of interest or the geography. These special improvements can be achieved by the enrichment of documents, the connections with the users and the control of the algorithms.

– Recommendation of documents, using metadata and statistical analysis of documents, terms and users behavior.

11.7 Conclusions

The mission of professional information providers is the same: how to help to find suitable information for a problem. Users search because information means better decisions to solve a problem.

The new information support not only allows for new approaches but demands the creation of new kinds of content to take advantage of search technologies. We are in the middle of a change-of-scale problem, similar to what the Library of Alexandria faced. It means that we need to define new tools to manage those huge volumes of rolls, and what worked well up to 300,000 documents begins to be less efficient for 3,000,000 items.

Adding “knowledge” to the database makes it behave like an expert in law and searches. “Intelligence” should be no longer required from the user but from the tools we provide working behind the scenes. But this means more work: simplicity for the users means complexity for the publishers, investments in technology and moving from “smart content” to “smart search” have to take place.

The semantic indexation and natural language algorithms enable changing the way content is used by professionals and created by publishers, so the new search technologies oblige and allow new ways to approach the same cognitive problem of search (problem description and results selection). The new large repositories have created a change of scale that make subject-based taxonomy classification not suitable for the new availability of content.
Integration of thesaurus in a search engine is done only as a way to select a metadata and a clue for the relevance, but not used to reformulate queries or classify the results. Indexation is, from a cognitive perspective, the same as reading. The more knowledge the reader has, the better the understanding of what is being read. Nevertheless, the search problem remains the same:

- How documents should be enriched documents with auxiliary information to improve search? How to partition the search space? Which terms should be used to express useful information? When this information should be presented?
- How users should be taught to create good queries? How expert users’ knowledge should be encoded in data structures and algorithms?

In the future, the librarian analysis will change to the new way of exploiting content enrichment and will have to adapt to the new information support technology. On the one hand, we are still solving the same cognitive problem for the user, which is the search of items, and on the other hand, publishers still have the same mission: creating auxiliary data and support for finding relevant content items. Nonetheless, the technology has changed the scale, the interfaces and the kinds of added value that can be included in large legal databases.
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Chapter 12
The Computational Ontology Perspective: Design Patterns for Web Ontologies

Aldo Gangemi, Valentina Presutti, and Eva Blomqvist

12.1 Ontologies as Computational Artifacts

From a computational perspective, ontologies are artifacts that have a structure, a function, and a lifecycle (Gangemi et al. 2006; Gruber 2008). Structurally, ontologies consist in a vocabulary, which has linguistic features, and in a set of axioms, which have formal (logical, semantic) features. Functionally, ontologies “encode” a description of a world\(^1\) for some purpose, e.g. the world of judgment procedures to be carried out, of normative systems to be maintained, of precedents to be collected and compared, etc. Therefore, ontologies must fit both a domain (e.g. abusive discharge) and a task (e.g. collecting precedents): this is implemented by representing the entities of the domain, by using the attributes and relations that are concerned by some purpose, e.g. social facts and agents as entities that are considered in an abusive discharge case, are dealt with by a judgment procedure, are involved in a norm conformity checking, etc. When representing those entities, the “limits” of an ontology are provided by the task that the ontology should help achieving, e.g. finding elements that are considered in different abusive discharge cases, matching case topics to legal professional competencies, time left, available funds, etc.

Finally, ontologies have a lifecycle: they are created, evaluated, fixed, and exploited just like any artifact. As an artifact, the design of an ontology is the core aspect.

In (Gangemi et al. 2006) ontology quality is modeled as dependent on good design. Three dimensions have been considered for quality assessment: structure, content, and sustainability. Structure can be measured objectively by considering various topological metrics on the ontology graph, or the formal consistency of the axioms. Sustainability can also be measured by matching the complexity of

\(^1\)That world can be the actual or current world, but it can also be a possible, counterfactual, impossible or desired world.
the ontology with the dynamics of the targeted world, and the resources and competences of the agency that has to maintain it. While important, however, these dimensions are not enough to make an evaluation of an ontology for reusing or testing. Notably, content is the primary dimension of an ontology.

On the other hand, evaluating content compliance is not trivial. (Gangemi et al. 2006) singles out three evaluation sub-dimensions: domain coverage, task coverage, and self explanation. Domain and task coverage correspond to the intuitive fitness checks for artifacts that are mentioned above. An ontology for abusive discharge can be evaluated on its coverage of the relevant domain concepts, for example by means of matching the vocabulary of the ontology with a vocabulary extracted (manually or automatically) from e.g. a text corpus containing documents related to legal cases. But an ontology designer wants also an ontology that covers the relevant task(s) required by a project. In that case, we need to evaluate task coverage, which consists in characterizing the limits of an ontology project, typically by means of competency questions, e.g. what type of firing parties have been sued by employees, and lost on their claims?. If a designer is only interested in this kind of tasks, the ontology should contain enough content in order to answer a query like that one, in terms of vocabulary and axioms.

Ontologies can then span from a “domain-coverage-oriented” end (ontologies are in this case typically large and scarcely axiomatized), to an opposite “task-coverage-oriented” end (ontologies are in this case typically small-to-medium and quite richly axiomatized). Of course many ontologies fall in between the two ends of the scale.

The legal domain is very complex with respect to the typical social ontologies that currently dominate the semantic web, where computational ontologies have found a natural and pervasive use case. Legal knowledge builds on top of the physical and social worlds, actually creating a novel layer over the social world (Moore 2002).

Due to the autonomy (on one hand) and dependence (on the other hand) of the legal knowledge on both physical and social knowledge, legal reasoning tasks have evolved in a peculiar way, which include e.g. (cf. (Gangemi 2009)): Requirement→Consequence (if the factual knowledge is $P$, then the legal knowledge is $Q$), Obligation→Right (if $A$ has an obligation towards $B$, then $B$ has a right towards $A$), Norm↔Case (if a situation fulfils the conditions for violating a norm, it becomes a legal case), CrimeScenario (a crime is committed by a perpetrator and comes to the attention of authorities that pursue a criminal process), etc.

More than in regular tasks addressed by lightweight social ontologies, legal tasks denote the presence of frames (Fillmore 1968) that address the reasoning tasks mentioned. A frame is a unit of meaning that has cognitive reality. Cognitive agents use frames when interpreting their environment or other agents. Theories of meaning that attempt to assign specific concepts to words in general fail to take into account this important feature of cognitive agents. Words have meaning in context, and since a context is interpreted based on a frame, the context of word meaning is a frame. Frames have originated mainly in linguistics and cognitive science, and FrameNet (Baker et al. 1998) is still the most accurate resource for frames. In the legal domain, they have been studied in (Venturi et al. 2009).
Based on those and other considerations, e.g. modularity of knowledge, knowledge engineering has adopted the notion of frame directly (e.g. with (Minsky 1975)), or with names like “knowledge pattern” (Clark and Porter 1997) and “content ontology design pattern” (Gangemi 2005; Presutti and Gangemi 2008). While frames as units of meaning are not incompatible with the formal semantics currently in use for the semantic web e.g. with OWL (Mcguinness and van Harmelen 2004), they are not yet considered as the primary design objects for web ontologies and linked data (Bizer et al. 2009).

Web ontologies aim at formal consistency, or shared agreement of a vocabulary. Linked data collect huge amounts of facts to be used for querying interoperable data sources. For several domains, sparse facts and formally or pragmatically good ontologies are basically appropriate, even when their design is less than convincing cognitively speaking.

However, the complexity of some legal use cases (see Section 12.2) shows that sparse data or formally consistent models are not enough. They need a more accurate design, tailored to the task and cognitively plausible. Frames and knowledge patterns are a possible answer, as it is becoming clearer from realistic projects and experimentally (Blomqvist 2009; Blomqvist et al. 2010). A detailed defense of frames and knowledge patterns as the appropriate object of investigation in a pattern science for the Semantic Web is contained in (Gangemi and Presutti 2010).

In this chapter, we present a design-oriented view of computational ontologies: we concentrate on practical design issues and hybridization of methods and techniques (Section 12.2), referring to the Ontology Design Patterns (ODP) research programme (Section 12.3), and the eXtreme ontology Design (XD) methods (Section 12.4). Finally, we exemplify our perspective with a small legal use case (Section 12.5).

### 12.2 Ontologies and Applications

Ontology design is dependent in practice on (ontology) engineering applications, which involve the statement of functionalities and their implementation as techniques and tools. For a comprehensive framework of ontology design activities, and their relations to content, related data, formal languages, design patterns, social practices, organizations, teams, and functionalities, see (Gangemi and Presutti 2009b): it describes codolight, a network of ontologies for representing collaborative ontology design activities and data.²(Adamou et al. 2010) is a tool that uses codolight for managing heterogeneous ontology engineering tools. In Section 12.4 we present some tools to support the methods for ontology design described in the following sections.

Before dealing with ontology design proper, we need to contextualize it within the broader ontology engineering techniques. Ontology engineering deals

---

² [http://www.ontologydesignpatterns.org/cpont/codo/codolight.owl](http://www.ontologydesignpatterns.org/cpont/codo/codolight.owl)
with designing, managing, and exploiting ontologies within information systems. Ontologies are usually hybridized with other components in order to build semantic applications; e.g., when used jointly with:

- **query engines**, _querying_ can be used to traverse the graph resulting from the encoding of the ontology, as well as to derive new assertions (e.g. with SPARQL (Pru 2008) Construct queries in case of RDF encoding of an ontology)
- **automated reasoners**, _consistency checking, implicit subsumption, instance and fact classification_ can be performed to logically validate the axioms encoded in an ontology written in a formal language such as OWL (Mcguinness and van Harmelen 2004), as well as to infer new axioms that can be derived because of the logical axioms built in the formal semantics of the language
- **reengineering tools**, existing information resources such as relational databases, microformats, etc. can be transformed into semantic data, so extending the available knowledge spaces
- **matching tools**, ontologies can be linked together, enabling interconnected knowledge spaces (Euzenat and Shvaiko 2007)
- **computational lexicons, NLP tools**, and _machine-learning algorithms_ (Basili et al. 2005; Coppola et al. 2009), _information extraction_ and ontology learning from semi-structured and non-structured data make it emerge new legal knowledge to enrich or evolve legal ontologies (cf. (Gilardoni et al. 2005))
- **planning algorithms**, ontologies can assist or automatize _negotiation_ or _execution_ e.g. for _contracts, regulations, services_, etc. (García and Delgado 2005)
- **case-based reasoners**, ontologies can _formalize case abstractions_ within more general frameworks, or can _classify cases_ according to pre-designed descriptions (Forbus et al. 2002)
- **rule engines**, facts can be inferred e.g. for _causal responsibility assessment, conformity checking, conflict detection_ and in general for _fact composition_ (Gangemi et al. 2001, 2005).

Ontology engineering techniques are exploited in the context of “generic use cases” defined for a domain of application. In (Gangemi 2009), the main use cases for legal ontology-based applications are described, and related to the typical techniques employed for their implementation (Fig. 12.1). They are summarized here to better contextualize the computational ontology perspective in the legal domain:

- **Intersubjective agreement**: the task of getting consensus (or of discovering disagreement) about the intended meaning of a legal term, legal text unit, etc. This is inherent in any legal ontology project, but as a task _per se_ is hardly pursued, since consensus reaching practices in Law are not carried out by adopting formal methods, and any formal representation has not been considered until now as a legal interpretation of a norm or regulation. For that reason, foundational ontologies in the legal domain are only appealing if they represent only partly axiomatized notions of e.g. _norms, legal facts_, etc., which are not specific of a given
Fig. 12.1 A taxonomy of use cases for legal ontology-driven applications, and related techniques

legal system, and enable multiple, even conflicting specializations (cf. (Gangemi 2008) for a detailed discussion on how to formalize a domain-independent social or legal ontology involving norms).

- **Knowledge reengineering and extraction**: the process of extracting concepts, relations, named entities, and complex knowledge patterns from databases, documents, or corpora. This is a primary use case for legal knowledge engineering, due to the massive amount of unstructured or semi-structured legal information that constitute the sources for legal knowledge. In particular, methods based on the linked data principles (Bizer et al. 2009) can be used jointly with information extraction techniques, so generating large datasets of organizational and institutional knowledge, including legal data (cf. (Baldassarre et al. 2010) for a hybrid application in a public organization context).

- **Conformity checking**: the task aimed at verifying if a social situation (known in some way compliant with legal regulations) satisfies a legal description
(norm, principle, regulation, etc.). In the generalized case, also situations already known to be legally relevant for some reason (e.g. a crime situation) can be checked for conformity against a further legal description (e.g. an appeal judgment procedure). This use case requires automated reasoning that goes beyond description logic classification engines, and e.g. needs rule engines, case-based reasoners (Forbus et al. 2002), and approximate inference engines to deal with open-textured concepts.

- **Representation**: a homogeneous language to represent both situations and the constraints from a legal description is highly desirable, otherwise a higher-order logic would be required to express constraints on constraints on constraints etc. on situations. The proposal in (Gangemi et al. 2005), briefly exemplified in Section 12.5, shows a viable approach to represent both constraints and instance data in a same, partitioned first-order domain of quantification.

- **Norm comparison**: the matchmaking between different norms. Norm comparison includes tasks such as: (i) normative conflict checking and handling between norms about a same situation type, (ii) discovery of implicit relations between a norm and other norms from a known corpus. Gangemi et al. (2005, 2001) show simple approaches to the classification of norm dynamics and conflicts within a finite set of norms after their first-order encoding.

- **Norm rephrasing**: expression of norms content in different terms, which can be either translations in a different natural language (Peters et al. 2007), or in a different form within a same natural language, e.g. for the purpose of popularization.

- **Contract management and execution**: a service assisting parties in the tasks of managing contract agreement and definition, and of following contract execution (García and Delgadoa 2005).

### 12.3 Ontology Design Patterns

Ontology Design Patterns (ODPs) are emerging as an important support for various ontology engineering tasks. Under the assumption that there exist classes of problems in ontology design that can be solved by applying common solutions (as experienced in software engineering), ODPs can support reusability on the design side. As described in (Gangemi and Presutti 2009a) ODPs can be of several types e.g. focusing on logical language constructs, architectural issues, naming, or efficient provision of reasoning services. In this paper we focus on Content ODPs (CPs). CPs are small (or cleverly modularized) ontologies with explicit documentation of design rationales, representing modeling best practices, and can be used as building blocks in ontology design (Presutti and Gangemi 2008). Gangemi (2009) contains examples of CPs for the legal domain.

As an example we describe a CP that is called AgentRole. It represents the relation between agents, e.g., people, and the roles they play, e.g., manager, meeting chair, father, and friend, as well as the disjointness of agents and roles. Figure 12.2
Fig. 12.2  The AgentRole Content ODP’s graphical representation in UML

shows the UML diagram (produced by TopBraid Composer\textsuperscript{3}) of the OWL version of this CP. CPs are collected in different catalogues, such as the \textit{ODP portal}.\textsuperscript{4} In addition to their diagrammatic representation, CPs are described using a number of catalogue entry fields (c.f. software pattern templates), such as name, intent, covered requirements, consequences, and building block (linking to an OWL realization of the pattern).

Some legal examples will be presented in Section 12.5.

In Blomqvist et al. (2009) we presented the results of initial experiments on CP reuse, showing that CPs are useful for constructing better and more (re)usable ontologies. However, we also concluded that additional method and tool support would be needed in order to truly benefit from CPs; common problems the participants experienced were to find the right CPs for their requirements, correctly specialize and compose them, as well as discover possible mistakes in the solutions. In response to the results of the study in Blomqvist et al. (2009) we have developed the XD Tools and a methodology (the eXtreme Design methodology—XD) for CP-based ontology design (Presutti et al. 2009). The results of experiments with such tools are reported in (Blomqvist et al. 2010), and show further improvements in team-based design practices, as summarized in the next section, which introduces XD.

12.4 Extreme Ontology Design

With the name eXtreme Design (XD) we identify an \textit{agile}\textsuperscript{5} approach to ontology engineering, a family of methods and tools, based on the application, exploitation, and definition of ODPs for solving ontology development problems (Presutti et al. 2009).

\textsuperscript{3}For notation details, see tool documentation: http://www.topquadrant.com/products/TB_Composer.html
\textsuperscript{4}http://www.ontologydesignpatterns.org
\textsuperscript{5}We borrow the term \textit{agile} from Software Engineering because XD is inspired by eXtreme Programming and Software Factories as described in (Presutti et al. 2009).
12.4.1 XD Methodology for CP Reuse

We focus on XD for CP reuse in ontology design (hereafter referred to simply as ‘XD’), which is currently the most elaborated part of the XD family. In XD a development project is characterized by two sets: (i) the problem space, composed of the actual modeling issues (local problems), e.g., to model roles played by people during certain time periods; (ii) the solution space, made up of reusable modeling solutions, e.g., a piece of an ontology that models time-indexed roles (a CP). Each CP, as well as the local problem, is related to ontology requirements expressed as competency questions (CQs) or sentences, but on different levels of generality. If a local problem can be described, partly or completely, in terms of the CQs of a CP, then that CP can be selected and reused for building the solution.

XD is test-driven and task-focused, resulting in highly modular ontologies where each module solves a small set of requirements. The main principles of XD include pair design, the intensive use of CPs, and collaboration; for details see (Presutti et al. 2009). The iterative workflow of XD contains 12 steps (Fig. 12.3), where the first four steps are concerned with project initiation, scoping, and requirements engineering (i.e. deriving the CQs from user stories), and the three final steps are concerned with the integration of modules into a final solution, hence, it is focused on the collaboration between the pairs. The evaluation of the collaborative part is

---

**Fig. 12.3** XD workflow
ongoing work, hence we detail here the iteration by one design pair (creating and testing the modules), whereas the relevant steps include:

5. **Select a coherent set of CQs.** One or more of the CQs, i.e. a coherent set treating one modelling issue, are selected for a first development iteration.

6. **Match the CQs to CPs.** By matching the selected CQs to the requirements covered by CPs, candidate CPs for reuse are identified.

7. **Select CPs to use.** From the set of candidates the CPs that fit the local problem best, without unnecessary overhead, are selected.

8. **Reuse and integrate selected CPs.** Reusing CPs mean to import them into the ontology module to be built, specialize their classes and properties, and compose them, i.e., add properties or axioms that connect the CP specializations so that the module is able to answer the CQs.

9. **Test and fix.** The CQs are transformed into unit tests, e.g., SPARQL queries, and test instances are added. Tests are run, and any errors discovered are fixed, before selecting a new set of CQs for the next iteration.

### 12.4.2 XD Tools

The study presented in (Blomqvist et al. 2009) pointed at the need for tool support for ODP-based ontology design. The main needs identified by users were support for finding and selecting the right ODPs for their requirements, correctly specializing and composing them, and discovering possible mistakes in the resulting ontology. In order to address these requirements we have developed the eXtreme Design Tools (XD Tools), a set of software components available as an Eclipse plugin, accessible through a perspective - eXtreme Design—compatible with Eclipse-based ontology design environments such as TopBraid Composer and the NeOn Toolkit.

### 12.4.3 Main Functionalities of XD Tools

Currently, XD Tools is comprised of five main components supporting pattern-based design. The overall view of XD Tools GUI is depicted in Fig. 12.4. XD Tools’ components are the following:

- **ODP Registry browser**: Exposes sets of CPs to the user, in a tree-like view categorized by different aspects such as the domain of the CP (Fig. 12.4 bottom-left). In this way users can access a set of reusable CPs without having them locally stored. The default registry is provided by the ODP portal. The **ODP Details view** (Figure 12.4 bottom-right) shows all annotations of a selected CP. In this way CPs can be examined without downloading the

---

6 [http://stlab.istc.cnr.it/stlab/XDTools](http://stlab.istc.cnr.it/stlab/XDTools)

7 [http://neon-toolkit.org](http://neon-toolkit.org)
OWL building block, or accessing an external website. By right clicking on a CP it can be downloaded through the “Get” command.

XD Selector: Proposes CPs, which can be reused, to the user. The task of matching the intent of a CP to the specific requirements can be challenging, especially if the CP catalogue is large. Since pattern selection is one of the most difficult tasks to automate, we have developed an extensible system that permits to plug in multiple services. Currently two services are available, i.e., search based on keyword indexing and latent semantic indexing, respectively. The suggested CPs can be downloaded through the “Get” command.

Specialization wizard: CP specialization, as the primary step of their reuse, concerns the specialization of ontology elements in the CP, through axioms such as subsumption. This can be challenging for an inexperienced user if it is done one element at a time, without guidance. From a user perspective, CP specialization has the following steps: (i) import the pattern into the working ontology, (ii) declare subClasses/subProperties for each of the (most specific) pattern elements needed, and (iii) add any additional axioms needed. The specialization wizard provided by XD Tools (Fig. 12.5(a)) guides the user through this process, with some steps being optional and some required. The wizard is activated by right clicking on a CP and selecting “Specialize”.

XD Annotation dialog: Supports annotation of ontologies, based on customized annotation vocabularies. The annotation properties already provided by OWL/RDF and vocabularies such as OMV (Hartmann et al. 2005) and the CP annotation schema8 are provided by default.9

8http://ontologydesignpatterns.org/schemas/cpannotationschema.owl
9Since CPs are small ontologies the properties can be used for ontologies in general.
XD Analyzer: Provides feedback to the user with respect to how “best practices” of ontology design have been followed. The XD Analyzer has a pluggable architecture, allowing to easily extend the set of heuristics expressing “best practices”. Three levels of messages are produced; errors, warnings (identified “bad practices”), and suggestions (proposals for improvement). An error is, for instance, a missing type, i.e., all instances should have a specified class they are instances of. Examples of warnings are missing labels and comments, and isolated elements that are not referred to by other elements. Proposing to create an inverse for each object property that has no inverse so far is on the level of suggestions. An example view of the Analyzer is shown at the top of Fig. 12.4.

In addition, XD Tools provide several help functions, such as inline info boxes, help sections in the Eclipse help center, and cheat sheets.

12.4.4 Experimental Evidence for XD

Recent experiments (Blomqvist et al. 2010) on XD show the following improvements over the (already beneficial) usage of patterns without XD:
Usefulness of XD (1). That XD helped them to organize their work was proposed to the participants. Only 6% of the participant claimed they did not follow XD closely, hence, we conclude that the XD methodology is perceived as useful for organizing ontology design work.

‘Natural’ way to work with CPs (2). Methodologies are sometimes perceived as awkward and restrictive by users. However, participants felt comfortable with XD. From this we conclude that XD is descriptive and pragmatic.

Result quality (3). The terminological coverage of ontologies increased slightly (81% average across 3 different tasks), and the task coverage increased from 69 to 81%. The substantial increase seems to be in the task coverage.
Solving tasks faster (4). While still applying the same time limit to solve a problem, task and terminological coverage increased (although the increase in terminological coverage is limited).

Modelling ‘mistakes’ (5). The types of mistakes that are frequent are the same as in previous experiments, but with a decrease of the occurrence of the top-6 common errors of 15%. Two types of errors decrease significantly more than the others, i.e. the problems in representing n-ary relations (decrease by 64%) and missing datatype properties (decrease by 46%). We believe that the decrease can be attributed to the test-driven nature of XD. By requiring ontology engineers to test their model in a structured fashion, errors that can easily be discovered through unit tests.

We can confirm almost all of the results in (Blomqvist et al. 2009) when comparing to non-pattern-based design. However, terminological coverage kept stable in this setting while in the previous one it decreased. This can be easily explained by the new tool support, facilitating the reuse of CPs. The effects of the XD methodology can be seen mainly in the ontology quality, i.e., increased task coverage and particular previously frequent mistakes that drastically decreased. The frequent mistakes were all connected to missing parts, hence, we conclude that one main benefit of XD is its test-driven nature that forces the user to check every new module against the requirements. Additionally, we conclude that XD is perceived by users as a natural way of working with CPs.

XD Tools will be extended with more elaborate CP selection; we are currently working on methods for CQ-based CP selection rather than simple keyword search. Frame detection techniques (Coppola et al. 2009) seem to be key in the development of advanced CP selection.

12.5 A Legal XD Session

In this section, we will briefly exemplify the basics of XD-based ontology design with reference to the legal domain. Let’s assume a team should develop an ontology for a semantic application that deals with abusive discharges, and has the following requirements, expressed in terms of competency questions (CQ) (Grüninger and Fox 1995) by an expert, e.g. a lawyer who is assessing the possibilities to take legal action against a company, on behalf of a customer:

1. who has sued someone for abusive discharge?
2. what parties have won in an abusive discharge cases?
3. what abuses are documented in abusive discharge cases?
4. what kind of parties have won in an abusive discharge cases?
5. what kind of abuses had more frequently the suing party win?

We concentrate only on the core steps here. The first core step (step 5 in Section 12.4.1), after eliciting the CQs from the expert (or extracting them from existing documentation), is to analyze the coherence of the steps: (1) to (3) are clearly the root CQs for gathering the basic knowledge: what cases, what parties won, and what abuses. (4) builds on top of (1) and (2), and (5) builds on top of (1) to (3). The
designer will then try to match (step 6 in Section 12.4.1) the root CQs to existing CPs, and to select (step 7 in Section 12.4.1) the best-fitting ones. We document here only part of the process.

Matching can be made with the XD selection tool, but the legal coverage of ODP is still very small, and the current state of matching techniques for CPs only matches questions that are well documented in CPs.\(^{10}\) In this case, a designer can design a new pattern, e.g. by matching the CQs to other repositories of frames that can be eventually reengineered as CPs. In order to highlight the relations between linguistic frames and CPs, we use here FrameNet (Baker et al. 1998).

For example, by using the WordNet detour to FrameNet tool (Burchardt et al. 2005),\(^{11}\) it is possible to use WordNet relations to find closest matching frames even when the terminology is not already documented in FrameNet. The tool only starts from words, therefore we need to match frames incrementally. We detail the process for CQ1.

We firstly highlight the pivot words: discharge, sue. By firstly finding the near-synonyms of “discharge”, we can find dismissal, which leads to the closest matching frame: Firing,\(^{12}\) defined as: An Employer ends an employment relationship with an Employee. There is often a Reason given for the action. The elements of the Firing frame include Employee, Employer, Reason, Position, Task, Place, etc. For “sue”, we use the similar legal action, and the detour tool returns the frame Intentionally_act,\(^{13}\) which includes the elements: Act, Agent, Event, Means, Explanation, etc.

Once selected those two frames, step 8 requires us to reuse and integrate them. Since FrameNet is not a computational ontology, for reusing frames we employ its OWL version, called OntoFrameNet (Gangemi 2010). In OntoFrameNet, frames are encoded according to their original semantics: e.g. frames and frame elements are all individuals that have relations to lexemes, lexical units, etc. In semantic applications like the one we are designing an ontology for, the CQs require us to apply a formal semantics to concepts and relations (what cases, discharges, abuses, ...), therefore a refactoring is needed.\(^{14}\) The typical refactoring pattern needed is described in (Coppola et al. 2009), and the results are depicted in Fig. 12.6 for the frame Firing.

After having Firing and Intentionally_act as CPs, we can use the XD specializer to specialize them; for example, by creating a new terminological skin to the Intentionally_act CP, as e.g. the LegalAction CP. We have so gathered an ontology that is rich enough to represent Employees that are discharged by Employers for some Reason, etc. Reasons, e.g. the Employee had reported suspicions of fraudulent

---

\(^{10}\)There is ongoing work on implementing a broader matching tool.

\(^{11}\)http://www.coli.uni-saarland.de/ablu/cgi-bin/FN-Detour.cgi

\(^{12}\)http://framenet.icsi.berkeley.edu/index.php?option=com_wrapper&Itemid=118&frame=Firing

\(^{13}\)http://framenet.icsi.berkeley.edu/index.php?option=com_wrapper&Itemid=118&frame=Intentionally_act

\(^{14}\)Not all semantic applications need such a refactoring, e.g. annotations and lightweight querying can use OntoFrameNet in its basic form.
activity of the Employer to the police, for an abusive discharge can then be linked to the LegalAction CP as Explanations for taking action against the employer.¹⁵

This has been a sketchy reconstruction of the procedure, which also resulted longer because of the need to search for additional CPs. OntoFrameNet frames are going to be uploaded on the ODP portal: once there, the described procedure will be available directly from the XD selector.

There are more steps that can be carried out: testing and fixing (step 9), swapping requirements between pairs in a team, integration made by a separate pair, further integration with CPs selected or reengineered for the other CQs, etc.

### 12.6 Conclusions

We have presented a design-oriented view of computational ontologies. After referring to the typical methodological and technological environments of semantic applications in the legal domain, we have introduced ontology design patterns as the “ontology way” on linguistically and cognitively motivated frames as units of meaning. The eXtreme ontology Design methodology for using ontology design patterns has been sketched, and exemplified in a small legal use case.

Regarding other perspectives taken in this book, our view of computational ontologies is rather neutral. Philosophically speaking, whether a direct reference or a constructivist assumption is taken on ontology, it does not affect the design of computational ontologies: those assumptions just add more or less strong constraints on what kind of things should be represented. From the point of view of legal theory, whatever fundamental concepts are chosen will impact on the way legal frames are conceptualized and then reused for ontology design. Ultimately, it is only the matching between requirements (however they are conceived or declared) and solutions that counts for pattern-based design. Finally, issues related to the kind of representation and reasoning language should be used for legal

---

¹⁵A simple ontology that shows the result of XD for CQ1 can be downloaded from [http://www.ontologydesignpatterns.org/cp/owl/legal/abusedischarge.owl](http://www.ontologydesignpatterns.org/cp/owl/legal/abusedischarge.owl)
ontologies: crisp, fuzzy, appropriate for open textured concepts, rule- or description-logic-based, etc. only partly affect pattern-based design: if requirements reveal the need for e.g. probabilistic versions of OWL, the solutions have to take into account also the extra-expressivity needed, but the methodology is not changed by that.
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13.1 Introduction

Knowledge modelling represents a structural pre-condition for implementing the Semantic Web concept as well as intelligent systems dealing with legal information. In the last few years many efforts have been made for implementing legal ontologies and a vast literature exists in this domain (see (Breuker et al. 2009) for a state-of-the-art review). One of the main problem in this field, addressed in literature, is represented by a trade-off existing between consensus and authoritativeness in legal knowledge representation.

Consensus is an issue faced in knowledge representation in general, as underlined by several authors (Gangemi et al. 2002, Guarino 1997), since ontological conceptualization has to be shared between stakeholders (Studer et al. 1998). Several approaches have been undertaken to reach consensus in legal knowledge representation: for example the common-sense terms approach (Hoekstra et al. 2009) based on common sense understanding of the terminology identifying concepts, as well as the folksonomy approach1 based on social and collaborative activities of concepts selection and categorization (Gruber 2006).

Knowledge representation in the legal domain, however, shows peculiarities due to the importance of having authoritative systems based on legal rules for legal assessment and reasoning, concerning the problem of determining whether a case is allowed or disallowed given a body of legal norms (Breuker et al. 2008; Capon and Visser 1997). Authoritative issues are also important for advanced search engines, based on semantic annotation of legal documents, able to retrieve not just documents but also the contained norms (Biagioli and Turchi 2005). In these systems users are interested in rules on a specific domain (relations between norms, support

---

1Folksonomies (or social tagging mechanisms) have been widely implemented in knowledge sharing environments; the idea was first adopted by the social bookmarking site del.icio.us (2004) http://delicious.com
to legal reasoning), as a consequence they look for *authoritativeness* in knowledge representation.

Both common-sense terms and folksonomy approaches are well suited to reach *consensus* on domain concepts, however, when applied to the description of *legal rules*, the gap between consensus and authoritativeness is usually emphasized. For example, by the common-sense terms approach, social and communicative words typical of the legal domain can be provided (Breuker and Hoekstra 2004a): in this approach experts may provide description of rules on entities as well as translating them into technical terminology (Hoekstra et al. 2009), but this activity might reduce *consensus*. Similarly, in the folksonomy approach stakeholders may provide description of rules regulating entities, which might be lacking in *authoritativeness*.

Another way, discussed in literature (Euzenat and Shvaiko 2007; Francesconi et al. 2008), to provide consensus in knowledge modelling is to find conceptual equivalences through ontology mapping techniques; however, such techniques do not provide any additional contribution to the authoritativeness in knowledge representation.

Nowadays a very active research area in ontology development is represented by knowledge acquisition from texts (Buitelaar et al. 2005, Cimiano 2006), since electronic texts still represent the most widely used communication medium on the Web. This approach can play an important role in legal knowledge modelling, in particular in *legal rules* modelling, since written text is the most widely used way of communicating legal matters (Lame 2005; Saias and Quaresma 2005; Walter and Pinkal 2006). Knowledge acquisition techniques, usually supported by machine learning and natural language processing, can be used for implementing taxonomies or suggesting concepts for upper level ontologies, mainly hand-crafted by domain experts, as well as for identifying and representing *legal rules*. Such techniques represent a more neutral approach for identifying relevant concepts for knowledge modelling, thus contributing to reach consensus.

In this paper a learning approach supporting the acquisition of legal rules contained in legislative documents is presented: it is based on a semantic model for legislation and implemented by using knowledge extraction techniques over legislative texts. This methodology is targeted to provide a contribution to bridge the gap between consensus and authoritativeness in implementing systems based on legal rules: *consensus* can be better reached by limiting human intervention in legal rules description, which are extracted from *authoritative* texts as the legislative ones.

This paper is organised as follows: in Section 13.2 an approach to legal rules modelling and acquisition is presented, in Section 13.3 a semantic model for legislative texts is introduced, in Section 13.4 a knowledge acquisition methodology is shown and tested, finally in Section 13.5 some conclusions, discussing the benefits of the described learning approach, are reported.

### 13.2 A Learning Approach for the Acquisition of Legal Rules

The proposed approach for legal knowledge acquisition is based on learning techniques targeted to extract *legal rules* from text corpora. Legal rules are essentially
“speech acts” (Searle 1969) expressed in legislative texts regulating entities of a domain: their nature therefore justifies an approach targeted to the analysis of such texts.

Therefore, the proposed knowledge acquisition framework is based on a twofold approach:

1. Knowledge modelling: definition of a semantic model for legislative texts able to describe legal rules;
2. Knowledge acquisition: instantiation of legal rules through the analysis of legislative texts, being driven by the defined semantic model.

This approach traces a framework which combines a top–down and a bottom–up strategy: a top–down strategy provides a model for legal rules, while a bottom-up strategy identifies rules instances as expressed in legislative texts.

The bottom-up knowledge acquisition strategy in particular can be carried out manually or automatically. The manual bottom–up strategy consists, basically, in an analytic effort in which all the possible semantic distinctions among the textual components of a legislative text are identified. On the other hand the automatic (or semi-automatic) bottom–up strategy consists in carrying out the previous activities being supported by tools able to classify Rules, according to a defined model, and to identify the involved Entities. In this paper this second strategy is presented.

13.3 Knowledge Modelling

The proposed approach is based on knowledge modelling, which is oriented to interoperability and reusability. It is conceived according to two main principles: (1) Knowledge representation by Semantic Web standards; (2) Separation between types of knowledge.

The first aspect is aimed at reaching interoperability among knowledge-based applications, exploiting the expressiveness and reusability of the RDF/OWL semantic Web standards. The second aspect, on the other hand, aims to guarantee reusability of the knowledge resources.

The need of identifying and separating different types of knowledge has been widely addressed in literature (Casellas 2008). For example (Breuker and Hoekstra 2004b) criticised a common tendency to indiscriminately mix domain knowledge and knowledge on the process for which it is used, addressing it as epistemological promiscuity. Similarly (Bylander and Chandrasekaran 1987), (Chandrasekaran 1986) and (van Heijst 1995) pointed out that usually knowledge representation is affected by the nature of the problem and by the applied inference strategy; this key-point is also referred by (Bylander and Chandrasekaran 1987) as interaction problem: it is related to a discussion regarding whether knowledge about the domain and knowledge about reasoning on the domain should be represented independently. In this respect (Clancey 1981) pointed out that the separation of both types of knowledge is a desirable feature, since it paves the way to knowledge sharing and reuse.
The knowledge model proposed in this work reflects these orientations and it is organized into the following components:

1. Domain Independent Legal Knowledge (DILK)
2. Domain Knowledge (DK)

DILK is a semantic model able to provide classification of Rules expressed in legislative texts, while DK is any terminological or conceptual knowledge base (thesaurus, ontology, semantic network) able to provide information and relationships among the Entities of a regulated domain. The combination of a DILK model with one or more DKs is able to describe, from a semantic point of view, Rules instances and related domain Entities expressed in legislative texts. For this reason we call the proposed methodology to legal knowledge modelling the DILK-DK approach.

13.3.1 DILK

DILK is conceived as a model for legal Rules, independently from the domain they apply to. In literature several models (classification) of legal rules have been proposed, from the traditional Hohfeldian theory of legal concepts (Hohfeld 1913), (Hohfeld 1917), until more recent legal philosophy theories due to Rawls (1955), Hart (1961), Ross (1968), Bentham and Hart (1970, 1st ed. 1872), Kelsen (1991).

In this respect a particular attention is worth to be given to the work of Biagioli (Biagioli 1991), (Biagioli 1997). In the 1990s Biagioli tried to combine the work of legal philosophers on rules classification with the Searlian theory of rules perceived as “speech acts”. Following the Raz’s lesson (Raz 1977), which considers the entire body of laws and regulations as a set of provisions carried by speech acts, namely sentences endowed with meaning, Biagioli underlined two views or profiles according to which a legislative text can be perceived:

- a structural or formal profile, representing the traditional legislator habit of organizing legal texts in chapters, articles, paragraphs, etc.;
- a semantic or functional profile, considering legislative texts as composed by provisions, namely fragments of regulation (Biagioli 1997) expressed by speech acts.

Therefore a specific classification of legislative provisions was carried out by analyzing legislative texts from a semantic point of view, and grouping provisions into two main families: Rules (introducing and defining entities or expressing deontic concepts) and Rules on Rules (different kinds of amendments).

Rules are provisions which aim at regulating the reality considered by the including act. Adopting a typical law theory distinction, well expressed by Rawls, they consist in:
- **constitutive rules**: mainly rules on entities of the regulated reality. They consist in rules introducing entities ("rules of the game" (Ricciardi 1997)) and rules which assign a juridical profile to the entities ("empowering norms" or "rules in the game" (Ricciardi 1997));
- **regulative rules**: they discipline actions ("rules on actions") or the substantial and procedural defaults ("remedies").

On the other hand, Rules on Rules are provision types in which we can distinguish:

- **content amendments**: they modify literally the content of a norm, or their meaning without literal changes;
- **temporal amendments**: they modify the times of a norm (come-into-force and efficacy time);
- **extension amendments**: they extend or reduce the cases on which the norm operates.

In Biagioli’s model each provision type has specific arguments describing the roles of the entities which a provision type applies to (for example Bearer is argument of a Duty provision).

*Provision types* and related *Arguments* represent a semantic model for legislative texts (Biagioli 1997). They can be considered as a sort of metadata scheme able to describe analytically the content of a legislative text.

For example, the following fragment of the Italian privacy law:

A controller intending to process personal data falling within the scope of application of this act shall have to notify the "Garante" thereof, . . .

besides being considered as a part of the physical structure of a legislative text (a paragraph), can also be viewed as a component of the logical structure of it (a provision). In particular, it can be qualified as a provision of type Duty, whose arguments are:

**Bearer**: “Controller”  
**Object**: “Process personal data”  
**Action**: “Notification”  
**Counterpart**: “Garante”.

The specific textual anchorage of the Biagioli’s model represents, in our point of view, its main strenght. Since the DILK-DK approach aims at representing Rules instances as expressed in legislative texts, we consider the Biagioli’s model, limited to the group of Rules, as a possible implementation of the Domain Independent Legal Knowledge (DILK). Rules on Rules affect indirectly the way how the reality is regulated, since they amend Rules in different respects (literally, temporarily, extensionally): therefore such provisions type should be taken into account as far as they change Rules.
13.3.2 DK

In legislative texts Entities regulated by provisions are expressed by lexical units, however no additional information on such entities are provided. This information can be provided by a Domain Knowledge (DK) giving conceptualization of entities expressed by language-dependent lexical units. Information on such entities at language-independent level, as well as their lexical manifestations in different languages can be described by a DK.

A possible DK architecture has been proposed within the DALOS project according to two layers of abstraction:

- an Ontological layer: conceptual modelling at language-independent level;
- a Lexical layer: language-dependent lexical manifestations of the concepts at the Ontological layer.

More details on the DALOS DK architecture, as well as a possible implementation of it for the domain of consumer protection, can be found in (Agnoloni et al. 2009).

13.4 Knowledge Acquisition

Knowledge acquisition within the DILK-DK framework consists of two main steps:

1. DILK instantiation
2. DK construction

13.4.1 DILK Instantiation

The DILK instantiation phase is a bottom-up strategy of legislative text paragraphs classification into provision types, as well as specific lexical units identification, assigning them roles in terms of provision arguments. The automatic bottom–up strategy, here proposed, consists in using tools able to support the human activity of classifying provisions and extracting their arguments.

Three main steps can be foreseen:

- Collection of legislative texts and conversion into an XML format (Bacci et al. 2009)

---

2“Typically regulations are not given in an empty environment; instead they make use of terminology and concepts which are relevant to the organisation and/or the aspect they seek to regulate. Thus, to be able to capture the meaning of regulations, one needs to encode not only the regulations themselves, but also the underlying ontological knowledge. This knowledge usually includes the terminology used, its basic structure, and integrity constraints that need to be satisfied.” Grigoris Antoniou, David Billington, Guido Governatori, and Michael J. Maher, “On the modeling and analysis of regulations”, in Proceedings of the Australian Conference Information Systems, pages 20–29, 1999.

3http://www.dalosproject.eu
• Automatic classification of legislative text paragraphs into provisions (Biagioli et al. 2005; Francesconi and Passerini 2007)
• Automatic argument extraction (Biagioli et al. 2005).

Legislative documents are firstly collected and transformed into a jurisdiction-dependent XML standard (NormeInRete in Italy, Metalex in the Netherlands, etc.). For the Italian legislation a module called xmLegesMarker of the xmLeges software family, has been developed (Bacci et al. 2009): it is able to transform legacy contents into XML so to identify the formal structure of legislative documents.

13.4.1.1 Automatic Classification of Provisions

For the automatic classification of legislative text paragraphs into provision types, a tool called xmLegesClassifier, of the xmLeges family, has been developed. xmLegesClassifier has been implemented using a Multiclass Support Vector Machine (MSVM) approach, as the one reporting the best results in preliminary experiments with respect to other machine learning techniques (Francesconi and Passerini 2007). With respect to (Francesconi and Passerini 2007), in this work MSVM is specifically used to classify Rules. Documents are represented by vectors of weighted terms and some preprocessing operations are performed on pure words to increase their statistical qualities:

• Stemming on words in order to reduce them to their morphological root
• Stopwords elimination
• Digit and non alphanumeric characters represented using a special character

Moreover feature selection techniques are applied to reduce the number of terms to be considered, thus actually restricting the vocabulary to be employed (see e.g. (Sebastiani 2002, Yang and Pedersen 1997)). We tried two simple methods:

• An unsupervised min frequency threshold over the number of times a term has been found in the entire training set, targeted to eliminate terms with poor statistics.
• A supervised threshold over the Information Gain (Quinlan 1986) of terms, which measures how much a term discriminates between documents belonging to different classes. Being $D$ the set of training documents, the Information Gain of term $w$ is computed as:

$$ig(w) = H(D) - \frac{|D_w|}{|D|} H(D_w) - \frac{|D_{\overline{w}}|}{|D|} H(D_{\overline{w}})$$

where $H$ is a function computing the entropy of a labelled set ($H(D) = \sum_{i=1}^{C} -p_i \log_2(p_i)$), being $p_i$ the portion of $D$ belonging to the $i$th class, $D_w$ is the set of training documents containing the term $w$, and $D_{\overline{w}}$ is the set of training documents not containing $w$.

\[^4\text{http://www.xmleges.org}\]
Entropy in information theory measures the amount of bits necessary to encode the class of a generic element from a labelled set, and thus depends on the dispersion of labels within the set.

Information Gain measures the decrease of entropy obtained by dividing the training set basing on the presence/absence of the term, thus preferring terms which produce subsets with more uniform labels. Basically it measures the discriminative power of a term, with respect to different classes; in other words it measures the effectiveness of an attribute in classifying the training data. In fact, given a term \( w \) and a set of data, labelled as positive \( \mathcal{S}_+ \) and negative \( \mathcal{S}_- \) examples, the optimal case for the information gain value of \( w \) is represented by the situation in which all the documents containing \( w \) belong to a single specific class, say \( \mathcal{S}_+ \), and all the documents which do not contain \( w \) belong to \( \mathcal{S}_- \), (in our case the entropies of the two sets of documents \( H(D_w) \) and \( H(D_{\bar{w}}) \) would be 0 and the information gain \( ig(w) \) maximum (\( ig(w) = H(D) \)). This method basically allows to select terms with the highest discriminatory power among a set of classes.

Once basic terms have been defined, a vocabulary of terms \( T \) can be created from the set of training documents \( D \), containing all the terms which occur at least once in the set. A single document \( d \) will be represented as a vector of weights \( w_1, \ldots, w_{|T|} \), where the weight \( w_i \) represents the amount of information which the \( i \)-th term of the vocabulary carries out with respect to the semantics of \( d \). We tried different types of weights, with increasing degree of complexity:

- a binary weight \( \delta(w,d) \) indicating the presence/absence of the term within the document;
- a term-frequency weight \( tf(w,d) \) indicating the number of times the term occurs within the document, which should be a measure of its representativeness of the document content;
- a combination of information gain and term-frequency (\( ig(w,d) \times tf(w,d) \));
- a \( tf-idf \) weight which indicates the degree of specificity of the term with respect to the document. Term Frequency Inverse Document Frequency (Buckley and Salton 1988) is computed as

\[
tfidf(w,d) = tf(w,d) \times \log(|D_w|^{-1})
\]

where \( |D_w| \) is the fraction of training documents containing at least once the term \( w \). The rationale behind this measure is that term frequency is balanced by inverse document frequency, which penalizes terms occurring in many different documents as being less discriminative.

A wide range of experiments was conducted over a dataset made of 258 examples (text fragments containing Rules), collected by legal experts, distributed among 6 classes representing as many types of provisions (Table. 13.1).
Table 13.1 Dataset of provision types

<table>
<thead>
<tr>
<th>Class labels</th>
<th>Provision types</th>
<th>Number of documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_0$</td>
<td>Definition</td>
<td>10</td>
</tr>
<tr>
<td>$c_1$</td>
<td>Liability</td>
<td>39</td>
</tr>
<tr>
<td>$c_2$</td>
<td>Prohibition</td>
<td>13</td>
</tr>
<tr>
<td>$c_3$</td>
<td>Duty</td>
<td>59</td>
</tr>
<tr>
<td>$c_4$</td>
<td>Permission</td>
<td>15</td>
</tr>
<tr>
<td>$c_5$</td>
<td>Penalty</td>
<td>122</td>
</tr>
</tbody>
</table>

After terms preprocessing, we tried a number of combinations of the document representation and feature selection strategies previously described. We employed a leave-one-out (loo) procedure for measuring performances of the different strategies and algorithms. For a dataset of $n$ documents $D = \{d_1, \ldots, d_n\}$, it consists of performing $n$ runs of the learning algorithm, where for each run $i$ the algorithm is trained on $D \setminus d_i$ and tested on the single left out document $d_i$. The loo accuracy is computed as the fraction of correct tests over the entire number of tests. Table 13.2 reports loo accuracy and train accuracy, which is computed as the average train accuracy over the loo runs, of the Multiclass Support Vector Machine algorithm for the different document representation and feature selection strategies. The first three columns (apart from the index one) represent possible preprocessing operations. The fourth column indicates the term weighting scheme employed (binary ($\delta$), term frequency ($tf$), infogain $\times$ term frequency ($ig \times tf$), term frequency-inverse document frequency ($tf-idf$)). The two following columns are for feature selection strategies: the unsupervised min frequency and the supervised max infogain, which

Table 13.2 Detailed results of MSVM algorithm for different document representation and feature selection strategies.

<table>
<thead>
<tr>
<th>#</th>
<th>repl. digit</th>
<th>repl. alnum</th>
<th>Use stem</th>
<th>Weight scheme</th>
<th>Min freq sel.</th>
<th>Max IG sel.</th>
<th>Loo acc (%)</th>
<th>Train acc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>$\delta$</td>
<td>2</td>
<td>500</td>
<td>89.53</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>$\delta$</td>
<td>2</td>
<td>500</td>
<td>88.76</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>$\delta$</td>
<td>2</td>
<td>500</td>
<td>88.76</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>$tf$</td>
<td>2</td>
<td>500</td>
<td>91.09</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>$tf-idf$</td>
<td>2</td>
<td>500</td>
<td>89.15</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>$ig$</td>
<td>2</td>
<td>500</td>
<td>89.15</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>$ig \times tf$</td>
<td>2</td>
<td>500</td>
<td>89.15</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>$\delta$</td>
<td>2</td>
<td>250</td>
<td>89.92</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>$\delta$</td>
<td>2</td>
<td>100</td>
<td>82.55</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>$\delta$</td>
<td>2</td>
<td>50</td>
<td>82.17</td>
<td>96.12</td>
</tr>
<tr>
<td>10</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>$\delta$</td>
<td>2</td>
<td>1000</td>
<td>90.31</td>
<td>100</td>
</tr>
<tr>
<td>11</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>$\delta$</td>
<td>0</td>
<td>500</td>
<td>92.24</td>
<td>100</td>
</tr>
<tr>
<td>12</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>$\delta$</td>
<td>2</td>
<td>500</td>
<td>92.64</td>
<td>100</td>
</tr>
<tr>
<td>13</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>$\delta$</td>
<td>5</td>
<td>500</td>
<td>92.24</td>
<td>100</td>
</tr>
<tr>
<td>14</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>$\delta$</td>
<td>10</td>
<td>500</td>
<td>89.92</td>
<td>100</td>
</tr>
</tbody>
</table>
actually indicates the number of terms to keep, after being ordered by Information Gain. Finally, the last two columns contain loo and train accuracies.

Replacing digits or non alphanumeric characters does not improve performances, while the use of stemming actually helps clustering together terms with common semantics. The simpler binary weight scheme appears to work better than term frequency, probably for the small size, in terms of number of words, of the provisions in our training set; this fact makes statistics on the number of occurrences of a term less reliable. Only slight improvements can be obtained by performing feature selection with Information Gain, thus confirming how SVM algorithms are able to effectively handle quite large feature spaces.

Finally, Table 13.3 shows the confusion matrix for the best classifier, the MSVM indexed 12, reporting details of predictions for individual classes. Rows indicate true classes, while columns indicate predicted ones. Note that most errors are committed for classes with fewer documents, for which poorer statistics could be learned.

### 13.4.1.2 Automatic Provision Arguments Extraction

A tool called xmLegesExtractor (Biagioli et al. 2005) of the xmLeges family has been implemented for the automatic detection of provision arguments.

The purpose of xmLegesExtractor is to select relevant text fragments (lexical units) corresponding to specific semantic roles that are relevant for the different types of provisions. xmLegesExtractor is realized as a suite of Natural Language Processing tools for the automatic analysis of Italian texts (see Bartolini et al. 2004a, b, 2002), specialized to cope with the specific stylistic conventions of the legal parlance. A first prototype takes in input single legislative texts paragraphs in raw text, coupled with the categorization provided by the xmLegesClassifier, and identifies lexical units corresponding to provision arguments.

The approach follows a two–stage strategy. The first stage consists in a syntactic pre–processing which takes in input a text paragraph, tokenized and normalized for dates, abbreviations and multi–word expressions; the normalized text is then morphologically analyzed and lemmatized, using an Italian lexicon specialized for the analysis of legal language; finally, the text is POS–tagged and shallow parsed into non–recursive constituents called “chunks”. A chunked sentence, however,
does not give information about the nature and scope of inter–chunk dependencies. These dependencies, whenever relevant for semantic annotation, are identified at the ensuing processing stage.

The second stage consists in a semantic annotation phase, basically in the identification of all the lexical units acting as arguments relevant to a specific provision type. It takes in input a chunked representation of legal text paragraphs and identifies semantically relevant structures by applying a specific provision type oriented grammar, locating relevant patterns of chunks which represent entities with specific semantic roles within a provision type instance Fig. 13.1.

Some experiments testing the reliability of xmLegesExtractor have been carried out on a dataset of 209 provisions.

The aim of this evaluation is to assess, for each provision type, the system reliability in identifying all the relevant semantic roles foreseen by the model. For each class of provisions in the dataset, the total number of semantic roles to be identified are collected in a gold standard dataset; this value was then compared with the number of semantic roles correctly identified by the system and the total number of answers given by the system. Some results are reported in Table. 13.4: here, Precision is scored as the number of correct answers returned by system over

![Diagram](image)

**Fig. 13.1** The combination of xmLegesClassifier output and the grammar approach used by xmLegesExtractor

<table>
<thead>
<tr>
<th>Class labels</th>
<th>Provision type</th>
<th>Dataset</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>c2</td>
<td>Prohibition</td>
<td>13</td>
<td>85.71%</td>
<td>92.30%</td>
</tr>
<tr>
<td>c3</td>
<td>Duty</td>
<td>59</td>
<td>69.23%</td>
<td>30.50%</td>
</tr>
<tr>
<td>c4</td>
<td>Permission</td>
<td>15</td>
<td>78.95%</td>
<td>100.00%</td>
</tr>
<tr>
<td>c5</td>
<td>Penalty</td>
<td>122</td>
<td>85.83%</td>
<td>89.34%</td>
</tr>
<tr>
<td>Total</td>
<td>209</td>
<td></td>
<td>82.80%</td>
<td>73.68%</td>
</tr>
</tbody>
</table>
the total number of answers returned, while Recall is the ratio of correct answers returned by system over the number of expected answers.

13.4.2 DK Construction

Lexical units and their roles within a provision identified by xmlLegesExtractor represent language-dependent lexicalizations of provision arguments. More information on the identified entities, as well as their relations within a specific domain, can be obtained by mapping lexical units to concepts in existing Domain Knowledges (DKs), if any. On the other hand such information can be consider as a ground to construct domain knowledges (in terms of thesauri or domain ontologies).

Actually the construction of DKs is not a specific task of legal ontologists, but of ontologists tout court, since a Domain Knowledge has to contain information on entities of the domain independently form a legal perspective. This is an important aspect to underline, in order to design a knowledge architecture whose components can be reused.

A DILK-DK learning approach only suggests language-dependent lexical units for DKs, which can be implemented by projecting lexical units on a large text corpora of a specific domain, inferring conceptualizations by term clustering, as well as using statistics on recurrent patterns for discovering term relationships. This issue is out of the paper scope; a vast literature exists on this topic, therefore the interested reader can refer to (Buitelaar and Cimiano 2008).

13.5 Conclusions

A knowledge modelling approach for the legal domain, called DILK-DK approach, has been presented. It aims to keep distinct domain knowledge from its legal perspective. Moreover an automatic approach based on machine learning and NLP techniques to support bottom–up knowledge acquisition from legislative texts within the DILK-DK framework has been shown.

The proposed learning approach for legal knowledge acquisition can provide several benefits:

- it contributes to implement taxonomies or suggest concepts for hand-crafted ontologies (Walter and Pinkal 2009; Lenci et al. 2009)
- it contributes to bridge the gap between authoritativeness and consensus for legal rules representation, since it is able to extract rules directly form legislative texts, which are authoritative sources (by definition), nevertheless promoting consensus, since rules are automatically extracted from legal sources, limiting human interaction.
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Chapter 14
Towards an Ontological Foundation for Services Science: The Legal Perspective

Roberta Ferrario, Nicola Guarino, and Meritxell Fernández-Barrera

14.1 Introduction and State of the Art

Despite the ubiquity of the notion of service and the recent proposals for a unified Services Science (Chesbrough and Spohrer 2006), multiple inconsistencies between definitions of service from different disciplines (and even within the same discipline) still exist (Alter 2008; Baida 2006). In particular, despite the general goal of this science is—arguably—to allow people and computers to smoothly interact with services in the real life, many modelling approaches (especially those focusing on Web services) seem to focus mainly on the aspects related to data and control flow, considering services as black boxes whose main characteristic is to interoperate in a well-specified way (see, for instance, Janssen and Wagenaar 2003; Papazoglou and Georgakopoulos 2003; Traverso and Pistore 2004; Vetere and Lenzerini 2005). This black box model has certainly its own advantages, but, according to a recent paper by Petrie and Bussler (2008), apparently it seems to work well only within service parks, where run-time interoperability is technically feasible because services are very constrained. As the authors put it, “some interoperability among service parks might emerge, but it could take a long time”.

Focusing on services as business processes, on the other hand, has its own problems. Overall, the limits of the two approaches (Web services vs. business processes) are well described in a recent note by Katia Sycara (2007), who observed that, on the one hand,

current Web services proposals don’t enable the semantic representation of business relations, contracts, or business rules in a machine-understandable way,

while, on the other hand,

current business-process languages […] are at a low abstraction level and don’t provide formal business semantics”. In conclusion, “a need exists to model informal business requirements in ways that make it feasible to translate them into precise business-service specifications, including operational interfaces and rules for procedures,
timing, integrity, and quality. Such modelling must be driven from the top down, directly from business requirements [...] The modelling would provide a functionality that’s entirely understandable from a business perspective; it would depend on business context, goals, and operational standards, but shouldn’t depend on the technology used to implement them. The models would provide business value directly relating to business purposes and could be understood and used without knowledge of underlying IT artefacts.

This is exactly the perspective we are adopting in this paper, which calls for a broad, interdisciplinary effort such as that envisioned by services science (Chesbrough and Spohrer 2006). Under this perspective, we are convinced that a proper, general ontological foundation for the notion of service is a fundamental requirement for such endeavour. This is the long term goal of our work.

The present paper has two main purposes: first of all, we want to explore the foundations of a new ontology of services aiming at establishing a common, unifying framework for representing services according to different views, based on a vision that considers services as complex systems of commitments and activities, involving real people, organizations, and actual circumstances. In other words, we believe it is crucial to take into account the whole service system (Alter 2008) that interacts with Web services through complex chains involving people and computers, which however have always people at their ends. That’s why in this paper—while trying to be general enough to account for any kind of service—we mostly emphasize the role of social and business-oriented services, adopting a global view which, in a sense, goes against the strict separation between the external and the internal view advocated by semantic Web services standards such as WSMO (Fensel and Bussler 2002; Roman et al. 2005).

The second goal of the paper is that of understanding how responsibility is distributed among different agents playing different roles in the whole service system. In order to do so, it is necessary to perform a comprehensive analysis of the notions connected to responsibility, including the juridical implications, which become particularly important in cases where services do not meet the customers’ expectations.

A first reason for a global, transparent box approach to service modelling comes from the observation that the terminology needed to properly expose, retrieve and interact with a service, and especially that needed to understand and negotiate Service Level Agreements (SLAs), unavoidably requires a common understanding of the general service process structure, and the related activities involving the value exchange process between the producer and the customer (see Weigand et al. 2009; Terlouw and Albani). Of course, in some cases service producers may have very good reasons for not exposing their internal workflow details, but the point is that, in general, SLAs may refer to some details concerning the way the service is implemented, whose nature is not specified in advance. So, since the boundaries between the external and the internal service description cannot be defined in advance for all kinds of service, a global approach seems to be the only viable alternative for a foundational ontology of services.
A further reason for a global approach focused on responsibilities lies in the fact that, in many cases, it is important to account for the way a service-based architecture impacts the organizational structure (indeed, service process re-engineering typically impacts organizational re-engineering). In this case, it is crucial to model in the proper way the links between services, people and organizations, where responsibilities play a crucial role.

For sure, modelling services according to this global view is not an easy task, however. The notion of service is so subtle and ambiguous that many researchers simply have given up adopting a clear definition, relying on a variety of intuitive notions mainly coming from practical considerations, which lack unfortunately a coherent framework. In other words, we are still facing the general question: what is a service? Is there a single notion behind this term? And if there are multiple aspects, how are they related? How is the internal view of services as business processes related to the external view of services as exposed (aggregates of) functionalities?

In this paper we shall address these questions by introducing a novel, general approach to service modelling founded on the basic principles of ontological analysis, centred on the notion of service commitment as a temporal state resulting from an agent’s promise to guarantee the execution of certain actions in the interest of potential beneficiaries in correspondence of certain triggering events. In this view, services are modelled by means of a layered set of interrelated temporal activities, each one with its own participants and spatiotemporal location. Under this respect this approach shares many similarities, in its main inspirations, with Alter’s work on service systems (2008), as well as O’Sullivan’s work on non-functional requirements for services (2006), and Baida et al. work on the service value chain (2001). This proposal is meant to be a first concrete step towards a unified, rigorous and principled ontology. The analysis of the service system’s structure and of the responsibilities distribution across this structure is necessary in order to build a model which is as faithful as possible to the social, business and legal perspectives.

The legal perspective, which is the main focus of this paper, is especially important in a world where international economic and political interaction requires communication between different legal systems, and ensuring mutual understanding becomes a strategic goal for guaranteeing conflict prevention and resolution. Indeed, the lack of unified conceptualizations in legal discourse can flaw the whole communication process, giving place to legal uncertainty, diverging interpretations of legal relations and—consequently—impasse situations that can only be solved through costly judicial procedures. Since the notion of service is a central one both for private and public law, the development of a foundational ontology of services plays an important role in the construction of a conceptual language for legal analysis. This paper aims therefore at providing a framework for the design of an abstract service model potentially applicable to different legal systems, where the notions of responsibility, liability and delegation are structured together, thus enabling the analytic description of services together with their juridical implications. Such detailed description, based on general legal notions such as duty, right and obligation, offers a formal framework useful to assess real life interactions and draw conclusions on the
responsibility and liability of different actors. This is especially relevant nowadays where the puzzling complexity of contractual relations makes the task of liability allocation particularly intricate.

14.2 The Proposed Approach

14.2.1 The Basic Idea

If we start from the simple question “what is a service?”, it is immediately very evident that there is a huge confusion, not only in the layman’s common sense, but also in the way the term is used in the literature. Sometimes the term “service” is used to indicate an action (actually performed by somebody), or a generic type of action (including in this category data manipulation procedures such as those typically described as Web services), or perhaps the capability to perform some action; other times it refers to the result of such action, which is typically a change affecting an object or a person, or just the (subjective) value, or utility of such change; moreover, in certain settings (like Public Administrations) the term often denotes an organization acting (or in charge of acting) in a certain way in the interest of somebody.

In our opinion, all these notions are somehow connected, and contribute to better specify the notion of service, but none of them can be properly identified with what we believe people are commonly referring to when asking for a service. More or less “official” definitions occurring in the ICT literature do not help much (some relevant exceptions are Alter 2008; O’Sullivan 2006; Baida et al. 2001; Dumas et al. 2003).

To see how these various definitions are related, let us start with some simple questions, focusing on very general public services such as fire-and-rescue, snow removal, children care, etc. What do we pay for, when we fund such services with our taxes? What does it mean that, for instance, in a municipality there are such services, at a certain time? Is anybody extinguishing a fire or removing some snow at that time? No, certainly not necessarily. We can legitimately say that here and now both a fire-and-rescue service and a snow removal service are present, even though there are no lit fires, nor is it snowing. It suffices to say that there is someone (firemen, snow removal operators) who is prepared to perform precise actions in case something happens (fire, snow). So our core notion of service is based on the following statement:

A service is present at a time t and location l iff, at time t, an agent is explicitly committed to guarantee the execution of some type of action at location l, on the occurrence of a certain triggering event, in the interest of another agent and upon prior agreement, in a certain way.

So, in a sense, at the core of any service there is a commitment situation in which someone (the service provider) guarantees the execution of some kind of action(s)\(^1\)

\(^{1}\)Alternatively, instead of focusing on actions to be executed, one can decide to treat commitment as directed towards conditions to be achieved, as it happens in Chesbrough and Spohrer (2006).
in the interest of somebody who agrees (the \textit{service customer}), at a certain cost and in a certain way. This action is executed by the \textit{service producer}, who may coincide with the service provider, may be somebody else \textit{delegated} by the service provider, or even coincide with the service customer (e.g. in rental services, where the action of using the rented good is actually performed by the service customer).

From the ontological point of view, this commitment situation is a static temporal entity, i.e. a \textit{static event} in the sense of the DOLCE ontology\(^2\) (Masolo et al. 2003), which involves the participation of a single agent, the \textit{provider}. This commitment state typically starts at the time of the commitment act, and its duration is determined by the commitment’s act itself,\(^3\) which typically specifies some constraints concerning the way the commitment will be fulfilled.

As we shall argue in the rest of the paper, service commitment needs to be distinguished from \textit{service content}, which concerns the kind of action(s) the provider commits to guarantee, and \textit{service process}, which is a set of business processes implementing the service commitment (see Fig. 14.1). In turn, we distinguish service commitment from \textit{service availability}, which involves a service process running at a certain time and location: this allows us to account for malfunctioning periods or working pauses, where the commitment still holds but the service is not available. Following Castelfranchi (2003); Jennings (1993); Verdicchio and Colombetti (2003); and Singh (1997), the commitment act can be seen as a \textit{speech act} that most of the times is codified in a \textit{document}, i.e. in an institutional object that can assume many different forms: a contract, an official declaration or deliberation, a service level agreement,\(^4\) etc.

In institutional settings, the \textit{provider}, the agent who commits, is typically a Public Administration. On the other hand, the service \textit{producer}, who actually executes the action(s) guaranteed by the provider, may not necessarily coincide with the provider, and can be either a PA or another kind of (private) organization, delegated by the provider; in some exceptional cases even an individual agent. The same holds for

\[^2\]Although the term “event” has often a dynamic connotation, we use such term in the more general sense of \textit{entity which occurs in time} (also called \textit{perdurant} in the DOLCE ontology). In this understanding, states and processes are considered as special event kinds.

\[^3\]We assume that the commitment act (the \textit{speech act}) is instantaneous, and occurs at a time which does not necessarily coincide with the beginning of the availability state.

\[^4\]In the actual practice, the term “service level agreement” typically refers to the negotiation that the producer conducts with the user; here we are using the locution in a coarser sense, which includes also the provider-producer and provider-user agreements, as well as, possibly, those between the provider and the community to which services are provided.
the service customer, who can in turn be a PA, an organization, or an individual agent, the latter being much more common than in the previous case.\(^5\)

The last element present in the definition is the triggering event; two kinds of triggering events can be singled out. The first one, more trivial, is a simple request made directly by the customer (like a parent in need who requires children care); in this case the service invocation coincides with the triggering event. The second one is the occurrence of a particular event kind, like the lighting of a fire in a wood, or a difficult situation observed by a social assistant, that triggers the action.\(^6\) Of course, since the occurrence of the triggering event is not known in advance, the action time is in general much shorter than the availability time, so a service may be available at a certain time even if none of its foreseen actions do actually occur.

It is worth stressing an original feature of our definition, namely the inclusion of the triggering event. Traditionally, approaches on services are goal oriented; take for instance the definition from Cauvet and Guzelian (2008): “A service delivers

\(^5\)In some cases, like in rental services, the service customer may coincide with the service producer. We do not discuss this case here, however.

\(^6\)To be more precise, it is the observation of such event that triggers the action. It is worth noting that, for this reason, many services include among their supporting activities an explicit monitoring activity, which can be executed by the producer itself or delegated to another agent.
a process to achieve a certain goal by using resources”. Note however that actually the goals may in some cases be just implicit, or even different if you compare the producer’s perspective with the customer’s perspective. In such cases, specifying the service also in terms of the triggering event and the action to be performed in correspondence of such event seems to be less ambiguous. The service’s goal doesn’t disappear in our approach, and indeed it is present in what has been called the service content, but the triggering event allows to justify the passage from service availability to service invocation. Moreover, note that a triggered action may not necessarily succeed. What the provider guarantees may in some cases be only the action’s performance, not its result. This changes also the mechanisms for the evaluation of service quality, which must distinguish between actions/processes and resulting states.

### 14.2.2 Services and Goods

To better understand the nature of our proposal—that services are temporal entities (events) based on commitments—let us briefly discuss the difference between services and goods. According to the World Trade Organization, services are a sort of intangible goods, so that a service might be defined as anything you can buy, but “you can’t drop on your foot”. Yet, Ted Hill (1977) insists on the fact that services are not a special kind of goods, because goods and services belong to quite different ontological categories: goods are both transactable and transferable, while services are transactable, but not transferable. In Hill’s own words, “a surgical operation is not some kind of immaterial drug”: when you buy the drug you become an owner of it, in the sense that you can decide about its behaviour (i.e., assuming it in your body), while when you pay for the surgical operation you are not actually becoming the owner of it. In support to this argument, we argue that the ontological reason why services are not transferable is exactly because they are events: you cannot own an event, since if owning implies being in control of temporal behaviour, then, strictly speaking (at the token level), the temporal behaviour of an event is already determined, and changing it would result in a different event. So events are not transferable simply because they are not “ownable”. Since services are events, they are not transferable as well.

So, in conclusion, it seems legitimate to assume that goods are objects (endurants, in DOLCE’s terms), while services are events (perdurants). One may observe however that our economy is full of examples of transactions involving services, where the service seems to pass from hand to hand: certainly somebody may buy Amazon, for instance: our point is that in this case the transaction involves the Amazon company, not Amazon’s service: there is a change of ownership concerning the service producer, but not the service itself, which remains the same (as long as the Amazon company doesn’t change its legal identity, and its service content—the actions it offers—remains the same).

---

7 An interesting analysis of the notion of ownership can be found in McCarty (2002).
14.2.2.1 Transferability of Services as Transferability of a Right

We have seen that a service, being an event, is not transferable. However, certainly we can transfer a right to a service. In the context of services, a right to a service implies a deontic position, in the sense that someone has a right if there exists a certain corresponding duty. A right of A to receiving a service would correspond then to the duty of B to provide the service, namely, to the duty of participating (as the main agent) in the commitment event that is at the basis of every service. A right can be reified, that is, considered as an object, and this is actually a common move in the legal domain. And a right can be owned, in the sense that somebody can decide how to affect its “behaviour” (e.g., deciding when the right is claimed).

What is the conclusion of this conceptual analysis with regard to the notion of service? That even if a service is not directly transferable, since it is an event, rights to services are transferable: the object of the transmission is in this case the right, and the service is the event which the right refers to. In other words, having the right to a service is the same as being able to legitimately claim the performance of a certain service (set of actions) by some other party. And what can be transferred, from a legal perspective, is precisely this legal position that enables someone to legitimately claim the performance of a service.

A similar analysis can be applied to the notion of “good”. In this case however the ownership (intended as the capability to influence the temporal behaviour) concerns the good itself, and not just the right to use it. In other words, we can own a good in addition to owning the right to exploit it, while for services the only thing we can own is the right to exploit them. Note that, although in many cases ownership transfer for goods implies a physical transfer (change in physical location), this is not always so, as in the case of real estates.

14.2.2.2 Transferability of Services as Transfer of a Duty

From the provider’s point of view, a service transfer might be understood as well as the transmission of the duty to provide the service content. However, we should distinguish between total transfers of this duty from an agent to another (including all related responsibilities towards the service customer), and partial transfers (i.e., delegations), which maintain some responsibilities on the side of the delegating agent. The latter case is typical of public services, whose content is to be guaranteed by the state. Indeed, the public entity can transfer a part of the duties that compose its obligation to a private entity—namely, the obligation to actually produce the services in specific circumstances—but not its general duty and it will therefore keep part of the responsibility. Let us imagine health services. Health service can be a public service in the sense that the State has the responsibility of guaranteeing it. The State can, however, agree with a private party (private medical company) that whenever

---

8Rights were already clearly distinguished in Gaius’ classification of the law as objects: “Res incorporales: things which cannot be touched, such as those consisting in rights, e.g. an inheritance, a usufruct, obligations”.

citizens need health assistance, the private party will provide it. The responsibility over the service remains in the State, since it cannot completely delegate this duty. However, the particular duty of satisfying concrete needs arising from specific situations (e.g. concrete medical care needs derived from the situation in which someone breaks his leg) is assigned to the private entity to which the service is entrusted. The duties related to health services are thus split between the state (the provider) and a private actor (the producer). A similar situation occurs in the case of subcontracting, by which the general contractor delegates to the subcontractor the performance of a specific task, keeping nonetheless responsibility towards the client.

On the contrary, a total transfer of duty can happen in the private sector, where we can distinguish two cases, depending on whether the duty comes from a generic commitment towards potential customers, or from a specific commitment concerning an actual customer, under specific circumstances. In the first case, it is common to talk of business transfers. This means that, if a business provides a private service with no special limitations on its transfer (and assuming that the service buyer fulfils all the necessary legal requirements), the full responsibility is simply transmitted to the acquiring party (let us imagine for instance the previously mentioned transfer of Amazon, or the transfer of a restaurant, or a hairdressing salon). In the second case, the transmission of a particular service, that is, of the concrete obligation to provide a service to a party, will be possible if this does not substantially alter the quality of the service contracted by the party or, if otherwise, the latter provides consent (let us imagine for instance that we reserve a room in a hotel and when we get there the hotel is full and they send us to another hotel within the same group).

As a conclusion, let us insist that, despite the cases above can be described as service transfers in the everyday jargon, properly speaking, according to our definition, the transfer does not involve the service itself, but rather certain normative positions (duties or obligations) that refer to it. Moreover, we maintain that, while an internal delegation process concerning the actual production of service content certainly does not alter the identity of a service under our definition, a total transfer of duty implies the existence (or the creation) of another service, different from the original one. If the owner of Amazon changes, while Amazon maintains its legal status and its service content remains the same, then the service remains the same, because the provider is still the same. On the contrary, if the provider changes (e.g., because the company dissolves after being bought by another), then the service changes, although the service content may remain the same. Suppose that for instance there are two companies, A and B, providing exactly the same service content (possibly at different prices). According to our definition, we say that there are two distinct services. If now A buys B (that is, the company B, with all its duties and rights, is transferred to A) the result is that the service provided by B disappears, and only one of the previous services survives.

---

9 And this would therefore imply that complaints can still be directed to the State in case the service provided by the private company does not work well.
14.2.3 The Basic Ontological Structure of Services

Let us continue our analysis with another question: what’s happening when a service is produced? As we have seen, a service may be concretely available even if it is not actually delivered, or maybe will be never delivered: we keep paying the firemen even if no fires occur. So, in our approach, a service has to be distinguished from its actual delivery to a particular customer. Indeed, typically the same service guarantees multiple deliveries. By the way, to avoid confusions, we propose an important terminological distinction: strictly speaking, it is not the service which is delivered, but its content, i.e., the actions intended to be performed in the interest of the customer. So a service implies first of all a concrete commitment (from the side of a provider) to guarantee the production of a certain content, consisting in actions of a certain kind executed in a certain way. Altogether, the various actions that ultimately lead to service content production (performed by the service producer on behalf of the provider) constitute the service process. We shall say that a service process implements a service commitment. The concrete delivery to a particular customer presupposes however a service acquisition activity engaged by the latter, which typically negotiates a service offer resulting from service bundling and presentation activities on the producer’s side. Finally, to complete the picture, we have to take into account the activities related to the value exchange chain, which include the service exploitation from the customer’s (customer’s exploitation), the sacrifice needed to access to the service (customer’s sacrifice), as well as the corresponding activities from the producer’s side.

So, as illustrated in Fig. 14.1, a service is conceived as a complex event, with five main proper parts: service commitment, service presentation, service acquisition, service process, and service value exchange. In the following, we shall discuss these notions in more detail, with the aim to establish the basis for an ontology of services able to account both for service descriptions from an external point of view (typical of Web services and Service Oriented Architectures) and for service processes from an internal, business modelling point of view.

First of all, let us remark that all the blocks described in Fig. 14.1 are events (perdurants, in DOLCE’s terminology). This means that they can be characterized, roughly, by their temporal location and by their participants, linked to the event by means of what are usually called thematic relations: agent, patient, theme, instrument. . . Specifying a service (or a service kind) amounts to constraining these events by imposing suitable restrictions on their temporal locations and thematic relations. So, for instance, non-functional requirements such as those discussed in O’Sullivan (2006) are represented as attributes of specific service components, each involving a particular aspect (participant/thematic relation) of a particular service event. The resulting analysis, which we cannot discuss in detail for reasons of space, looks very similar to Alter’s service responsibility tables (2008), where the rows correspond to service components (events), and the columns to specific aspects to be considered (thematic relations). We give therefore a clean ontological foundation to a business-oriented proposal. Moreover, specifying the agents involved in each event allows for a fine-grained account of the organizational impact of a certain service.
Note that, although the relationships between these various events (for instance, whether or not they involve the same agents) may vary according to the nature of the service specified, there exists a systematic ordering relationship between them, so that a service has a *layered structure*. This ordering relationship is not so much a temporal precedence (indeed most of these events are temporally overlapping), but rather an (existential) *ontological dependence* relationship: in order for an event at a certain layer to occur, some event at the higher level has to occur. Ultimately, all the events belonging to the service process presuppose some acquisition event, which in turn presupposes the service commitment.

At this point it is important to notice the central role played by actions and events in this account for the description of services; this is in contrast with the major trend, which is to describe services in terms of pre-conditions and post-conditions, like in WSMO, where processes are represented as transitions between states (Roman et al. 2005). Under a different perspective, the two approaches could also work in conjunction.

There are several reasons why in our opinion it is important to explicitly represent events; first of all, though for the front-office in most cases it is enough to know which is the starting state and which the desired one, for the back-office it is important that the whole process be transparent (to know who does what and when), especially when a failure is at stake. But malfunctioning is not the only reason: without events one does not have sufficient expressiveness to distinguish two different commitments with the same content but different deadlines. Even if one sees these deadlines as non functional properties, it is hard to use them, say, for expressing a SLA without a clear semantics.

Again, in Parasuraman et al. (1985) a list of service quality’s determinants is given, in which at least a couple of these determinants are strongly space-time dependent: responsiveness, connected with timeliness of service and access, defined by (among others) three items: “waiting time to receive a service […]; convenient hours of operation; convenient location of service facility.”

By using only pre- and post-conditions other subtle but important differences are lost. Take for example these two scenarios: 1. an unemployed woman who becomes pregnant and 2. a pregnant woman who becomes unemployed. In our account, the two scenarios can be distinguished by the fact that in 1 the pregnancy is the triggering event, while in 2 it is the unemployment. This difference may result in the activation of different services (for instance, a financial aid in 1 and a help in searching a new job in 2, or a legal enquiry on the employer if there’s a suspicion of unfairness). In a pre- post-conditions framework both scenarios have the same pre-conditions and thus should activate the same services. Notably, the literature in economics has since long recognized that comparing the outcomes of services is not enough in order to evaluate their quality. See for instance (Parasuraman et al. 1985) (similar distinctions appear in Sasser et al. 1978; Gronroos 1978, Lehtinen and Lehtinen 1982):

Quality evaluations are not made solely on the outcome of a service; they also involve evaluations of the *process* of service delivery.
Let us now consider the various events constituting the service process internal structure. In Fig. 14.1, the containment relationship between the various blocks represents the parthood relationship. The core constituent of a service process is a set of basic activities (each called customized service production\textsuperscript{10}), centred on the delivery of service content to a single customer. In addition to the core service action(s) depending on the service nature, a customized service production may include enhancing actions intended to increase the service value or differentiate it from those of competitors (Hill 1977) as well as supporting actions needed to enable the core service consumption and follow-up actions intended to monitor the core action’s results. In addition to customized delivery activities, the service process includes various back-office activities concerning customized delivery planning and coordination, plus an activity we have labelled as service context monitoring—which seems to be neglected by most current approaches—which involves the various actions necessary to detect the event that triggers service production, which can be an external situation or a customer’s request: without an explicit modelling of such activity, there would be no way to account for delays or improper management of triggering events.

As a presupposition to service production, typically some service acquisition activities are required from the side of the customer.\textsuperscript{11} These include service discovery, which is the event where the service provider (or producer) and the service customer first meet together; service negotiation, which involves an agreement between the two parties, and service invocation, which refers to the event where the customer agrees to the service (not necessarily implying immediate production).

On the other hand, the service production results in a complex chain of transfers of value, which are represented in Fig. 14.1 as the event Service value exchange. With a simplification, this is decomposed in Producer’s cost, Customer’s cost, Producer’s revenue and Customer’s revenue.

While in the case of the producer, most of the times (both for cost and for revenue) the value has to be intended in terms of money, in the customer’s case things are more complicated. For instance, especially for services in the social domain, the customer’s cost can be seen as an action whose results go somehow against some of the recipient’s desires, but which the customer is still willing to perform, like the service sacrifice mentioned in Roman et al. (2005). Also the customer’s revenue sometimes is not expressible in monetary terms, but only as some wellness state. Moreover, even though there’s always an ultimate recipient of a service, we could also have indirect recipients, like the community that pays with its taxes for the service and benefits in terms of enhancement of its social conditions.

In conclusion, we can say that a service is characterized in a prescriptive way (commitment level), while a service process in a descriptive way (implementation

\textsuperscript{10}In the context of public services, a single event of customized service production is often called an intervention.

\textsuperscript{11}Even in the case of free, public services, it is difficult to imagine a case where the customer is not required to actually discover the service, or make a minimal sacrifice to exploit it.
level). The commitment level is where the “rules of the game” are established: what types of action compose the service, what types of agents are entitled to execute those actions, what types of agents may qualify as recipients, what types of events can become triggering situations. It is also the level where legal responsibility is at stake. In fact, from the point of view of the service offering, it is not important who in particular executes certain actions, but rather that a certain kind of action is executed in a certain way, by an agent who displays certain features and has some competences. The agent who is responsible that the required conditions are met is usually an organization, such as for instance a public administration. Such responsibility is usually distributed and assigned according to some structural constraints, i.e. by devising a structure of roles and sub-organizations. The ontological analysis of organizations is thus a topic tightly connected to the ontological analysis of services.

When we come to the actual service process, the various kinds mentioned at the commitment level need to be instantiated in concrete tokens. Individual agents are those who realize the core actions of service production, whose recipients are, ultimately, concrete agents (citizens); also the triggering situation is the occurrence of a precise (instance of) event. The service production level is thus characterized at the descriptive level, the one the data that are recorded and transferred belong to.

Finally, let us mention the issue of spatio-temporal location of services. In very general terms, one could say that in most cases when somebody makes available a service, this availability spans over a spatio-temporal region which includes the spatio-temporal region in which the core service actions will (possibly) be executed; in rare cases, the two can coincide. For some special services, the analysis can be further complicated by the fact that the service may be delivered in a place and at a time and received in another place at another time. We won’t enter into these details at present, but the issue needs to be investigated.

### 14.3 Responsibility, Right, Duty, Obligation

#### 14.3.1 Connections Between the Main Notions

Before exploring in more detail the juridical implications of services in terms of the layered structure of interrelated events described above, let us focus in this subsection on the notion of responsibility, which is quite central in the study of services, analysing it under many respects, including its significance from a juridical point of view and its connection with the related notions of right, duty and obligation.

For a start, a definition of responsibility that can be found on a common business dictionary is the following: “Duty or obligation to satisfactorily perform or complete a task (assigned by someone, or created by one’s own promise or circumstances) that one must fulfil, and which has a consequent penalty for failure.”

---

12 [http://www.businessdictionary.com/](http://www.businessdictionary.com/)
As we can see, this definition includes both the possible sources and the common consequences of responsibility. As possible sources it mentions both an exogenous assignment (as in the case of delegation, that we will see in a while) and a promise coming from the same agent who’s taking the responsibility (as in the case of commitment). Note that, if there is an exogenous assignment, the corresponding commitment is not necessary: for instance, a government may be responsible for the population’s health without actually committing to it. In any case, the consequence of having (undertaken) a responsibility is to become the bearer of an obligation that, if not fulfilled, would bring about a sanction (which is the last element of the definition above).

When responsibilities are institutionally established and codified in a contract (such as a Service Level Agreement), then a relationship originates between the service provider and the service customer, such that then each customer’s rights is connected to a correspondent obligation for the service provider; very often this obligation is accompanied by a possible sanction, in case the obligation is not fulfilled.

The right of the customer to have the service fulfilled, and the belief that the agent will be sanctioned in case it is not, engenders an expectation in the customer that the service will be delivered.

If we look at it from a juridical perspective, responsibility refers to the situation of being accountable to someone for something. There exist many types of responsibility depending on the kind of normative order that makes one accountable: social responsibility if the normative order is the social order, moral responsibility if the normative order is a particular moral system and legal responsibility if the order is a legal system, among others. The core meaning of the notion of responsibility involves therefore the existence of a certain kind of normative order that should be observed.

In the legal domain, a difference is made between the general notion of social responsibility and a stricter notion of liability, which refers to the elements that are generally required for incurring legal blame because of the violation of a social responsibility, and, in private law, for being compelled to comply with a court order to pay damages or compensate in some other way the damage done (Lucy 2007). Criminal liability entails punishment, which frequently takes the form of imprisonment. This way, legal responsibility (liability) can be seen as the concept that enables to blame someone for unlawful action. Once the responsible subject is declared liable, actions can be taken to compel him or her to compensate the harm done or to punish him or her.

Legal liability requires the existence of an agent, whose conduct is considered legally relevant; a patient, affected by that conduct; the conduct or action; and the wrong or harm, understood as the effects on the patient. Agent and patient do not necessarily have to be concrete physical persons; in private law both agents are private parties, in public law the harm is in general terms not merely caused to an individual party, but to the community or to the general interest (this is one of the criteria for distinguishing private law and criminal law).
Note that, as observed above, legal responsibility (liability) inherently requires a pre-existing normative order against which to judge the agent’s conduct. This normative order can be translated into particular normative positions (rights and duties). These normative positions define the liability-responsibility relation and permit to allocate specific roles to the agents involved. A landmark contribution to the notion of duty and right is (Hohfeld 1913), where an analysis of fundamental juridical notions is presented. In this work “duty” and “right” are considered correlative concepts that can be represented through the following scheme: “[…] if X has a right against Y that he shall stay off the former’s land, the correlative (and equivalent) is that Y is under a duty toward X to stay off the place.” (Hohfeld 1913). If X’s duty (or obligation) is not fulfilled, then there will possibly be legal responsibility and liability.

Taking into account this general framework and according to the model of services presented above, in the context of services provision we can envisage different sources for legal responsibility (liability):

- breach of contract (of obligation) [contractual responsibility]
- specific damages resulting from the breach of contract [contractual responsibility]
- specific damages resulting form the wrongful performance of service: civil and criminal responsibility [extra contractual responsibility].

These different types of legal responsibility (liability) are connected to the breach of different kinds of duties or obligations. Let us imagine a public service, namely, health care. We can distinguish different duties in this regard:

1. the duty of providing particular health care services (doctor assistance, medical tests, diagnosis, treatment,...) at particular moments and to particular individuals. It is therefore a contractual obligation or duty.
2. the duty of performing the actions directed to provide health care services according to general diligence (standards of conduct in the medical field determined by the community of medical professionals and their practices) and according to certain conditions explicitly established in a certain context. These latter conditions can be established by the regulation (in a particular country) for health service providers. It could be regarded therefore as an extra-contractual obligation or duty.

If duty 1 is not fulfilled, this can be seen as a breach of contract (obligation) and as specific damages resulting from the breach of contract; whereas if duty 2 is not fulfilled, this could be regarded as damages resulting form the wrongful performance of the service: civil and criminal responsibility.

The previous scheme can be applied to the framework of public services. The cases presented can be understood in terms of abnormal function of the public service, according to Principle I of the Council of Europe Recommendation
Reparation should be ensured for damage caused by an act due to a failure of a public authority to conduct itself in a way which can reasonably be expected from it in law in relation to the injured person. Such a failure is presumed in case of transgression of an established legal rule.

However, state liability is not excluded in case the function of the service is normal, if it is considered unfair that the citizen bears the damage. This is stated in principle II.1:

Even if the conditions stated in Principle I are not met, reparation should be ensured if it would be manifestly unjust to allow the injured person alone to bear the damage, having regard to the following circumstances: the act is in the general interest, only one person or a limited number of persons have suffered the damage and the act was exceptional or the damage was an exceptional result of the act.

The transferability of these different responsibilities varies. Responsibility travels along with the corresponding normative position, that is, with the specific duty. If the duty is transmitted to a private party, the corresponding liability is as well transmitted. Nevertheless, the more abstract statutory duty consisting in the obligation to guaranteeing the existence of a structure or organisation that provides a particular service is not transferable. This duty is established by laws, quite often constitutional texts, which determine that the state is responsible of guaranteeing certain public services to which citizens have a right. This is why some peculiarities exist in the regime of public responsibility. For instance, the establishment of strict liability, which affects not only the state, but as well the private bodies that are providing the service on the basis of a license (Beladiez 1997); or, even if the service (duty 1, duty 2) has been transferred to a private entity, complaints might have to be directed to the state (this was once the case in Spanish regulation (Pérez 1999)). The state could be held liable as well, for instance, in case the statutory certification bodies had not performed well their task and had granted permission to operate to a private medical centre that did not fulfil the minimal conditions and some concrete injury had been caused to a patient. It could be held responsible as well in case the damage was due to a compulsory clause imposed by the state in the public contract granting permission to the private entity to provide the service.

14.3.2 Patterns of Responsibilities, Obligations and Rights Across Service Structures

The starting point of our analysis is the event of service commitment, in which a service provider commits with someone (a community, or an authority) that a certain service content will be produced for the benefit of a designated kind of customer.

In the literature a distinction is traced between implicit and explicit (or “explicitly represented”, in Singh’s terms) commitment, that goes back to the more traditional approaches, like that of Becker (1960), who distinguishes between commitment by
default and commitment by conscious decision. In institutional settings the commit-
ment is usually codified in a document, like a contract (and gives rise to contractual
responsibility); this contract creates new juridical entities: it creates an obligation
for the provider; this may be a direct obligation to perform certain kinds of actions
or it can consist in seeing to it that such kinds of actions are performed by some-
one else. In this latter case the contract envisions also a delegation action. When
a provider delegates the execution of a service to a producer, the action creates an
obligation on the side of the producer (of executing the service) and a right from
the side of the provider (of having the service executed, so as to be able to fulfil its
previously determined obligations towards the community or authority whom the
commitment was addressed to). Delegation relations may be seen as responsibility
transfers between agents. As noted in the previous subsection, if the duty of exe-
cuting the action is transferred (delegated), also the responsibility of that action is
transferred; nonetheless, the obligation of guaranteeing that the service is executed
(which pertains the public authority that plays the role of provider) is not transfer-
able. It is interesting to notice that in (1997) Singh explicitly lists delegation among
the operations that can be executed on commitments. He also highlights the fact
that when a commitment is delegated, agents shift their roles: he says that the role
of debtor is shifted, that is to say that the commitment passes from the provider to
the producer, who has now the responsibility with respect to the execution of the
service actions. We are aware of the fact that this description is a simplified one, as
the responsibility can sometimes be shared in varying proportions.

In (Falcone and Castelfranchi 2001) a classification of different types of del-
egation relations based on three dimensions is traced. In particular, along the first
dimension, based on the nature of interaction, the authors distinguish between weak,
mild and strong delegation: in weak delegation there is no agreement, no requests
and no intended influence, so that the one who delegates just exploits the actions
of the other; in mild delegation there is still no agreement and no request, but the
desired behaviour is in some way induced; finally, in strong delegation there is an
explicit agreement on which the delegation is founded. It is obviously this latter type
of delegation that is at stake between service provider and producer, as the delega-
tion in this case comes into being just with the signature of a contract or some other
formal agreement.

Another dimension that is of interest for this discussion is the one based on the
degree of task specification, that distinguishes between open, close and intermediate
delegation, depending on whether the object of delegation is more or less specified,
in a spectrum ranging from open delegation with minimal specification to close dele-
gation with complete specification, with various degrees classifiable as intermediate
delegation.

The degree of specification of the delegation depends on what is written in the
delegation agreement or contract, similarly to the case of the service commitment
contract, where the commitment’s content can be more or less specified concerning
the way the core actions are executed.

Disregarding who is in charge of executing the service actions, the commitment
also creates a right on the side of the customer.
Even though, as we just mentioned, in most cases public institutions make their commitment public through a contract or a deliberation, it happens very often that, while the assumption of the commitment on the side of a public entity is explicit, its acceptance by the beneficiaries is only implicit and given “by default” by their belonging to a particular social community. This default acceptance assumption ensures that the beneficiary can claim the execution of a certain service even without having signed any contract or having negotiated anything with anybody on this respect.

The chain of rights and obligations generated by the commitment event also imposes various kinds of constraints on the other events composing the service. For example, during the activities of service bundling and presentation, the service producer is constrained in that it cannot promise anything that is excluded by the contract signed at the time of the commitment event. Also, what is advertised in the presentation must not be anything that cannot then be executed. The fact that the service is presented in a certain way may also give additional rights to the customer, like the right to have it executed in the way in which it has been presented (not always, sometimes if the contract doesn’t explicitly commit to execute the service as it is advertised in the presentation phase, it may be that the customer does not acquire such right, but at least the producer becomes liable of being sanctioned for what it has promised and then not fulfilled. In this case maybe the customer can be refunded, thus acquiring another, different, right).

Also the service negotiation phase is very important from a juridical standpoint, since when a new contract with a specific customer is signed it has to comply with what established in the general commitment contract, but it can add details to that. This customized contract makes the producer’s obligations more precise (possibly adding new obligations) and creates specific rights for individual customers (differently from the commitment, where rights were attributed to classes of customers).

The service process is the phase in which what has been promised in the commitment and in the negotiation phases is realized. According to the level of detail of the contracts resulting from these two phases, the various actions of the service process can be executed in a more or less pre-defined and specific way.

It is important to notice that the service process also includes a service context monitoring activity. The way this monitoring is performed is also regulated; usually, this regulation is primarily given in the commitment, where the provider also commits on monitoring, but can decide whether to execute such monitoring directly or to delegate it to someone else. This delegation can be directed either to the producer of the service, or to a different entity, that is then only in charge of the monitoring. In case it is delegated to the producer, this can further delegate it to some other entity.

The commitment towards monitoring (be it direct commitment or a commitment acquired via delegation) and the consequent rights and obligations that it brings with it, underline the importance of the triggering event in the structure of the service. If the entity in charge of monitoring fails to detect the presence of the triggering event, the service process cannot be initiated. In this case it is not the service producer that has to be deemed responsible for the failure of the service process, since this was not
initiated due to the lack of the “start signal” given by the detection of the triggering event.

Finally, after having verified that in the service process phase all that was promised in the previous phases has been properly realized, a right of receiving some income on the side of the producer arises in the service value exchange phase. Consequently, for the provider (or the community in public services’ cases), an obligation of providing such income to the producer is created. The amount of such exchanges is usually fixed in the negotiation phase. If the contract also specifies some constraints in the customer’s costs (for instance, the fact that a service has to be produced in a restricted timeslot) and these are not met, a new negotiation phase can take place.

14.4 A Revised Version of Alter’s Responsibility Tables

An author who also deems the concept of responsibility as central for service science is Steven Alter, who, in a recent article (Alter 2008) has presented a conceptual instrument that he calls “service responsibility tables” (SRT); these are aimed at facilitating a better understanding of services primarily based on the responsibilities assigned to each role; moreover, Alter suggests to add as many columns as necessary in order to address different aspects of analysis. In practice, Alter isolates two orthogonal components of services: the constituting actions and, for each of these actions, the responsibilities of the involved stakeholders; he thus describes how such stakeholders participate to the various events. These modes of participation individuate the role the participants play in the various events constituting the service.

Even though the topics suggested by Alter are heterogeneous and sometimes confusing, we are interested in his idea of representing the events composing a service and the role participants have in these events and in using the tables to represent the distribution of responsibilities across the events composing the complex structure of the service system.

In order to represent all this, we take inspiration from a notion introduced in linguistics to account for the internal structure of events: so-called thematic relations (or thematic roles), expressing the nature of the relationship between an event and its participants. Adding thematic relations to those linking an event to its own qualities (such as temporal and spatial location) we have a full set of attributes at our disposal, among which the following ones appear to be as especially relevant for our purposes:

- Agent (the active role, the one who acts in the event)
- Theme/Patient (the one who undergoes the event; the patient changes its state, the theme does not)
- Goal (what the event is directed towards—typically a desired state of affairs)
- Recipient/Beneficiary (the one who receives the effects of the event)
- Instrument (something that is used in the performance of the event)
Location (where the event takes place)

Time/duration (when the event takes place, or how long it lasts)

As a result, in the service responsibility table we have the main composing events in the rows (service commitment, service acquisition, service process, service value exchange...) and the thematic relations in the columns.

In order to give an idea of the approach, we take an example and we represent it using the tables. The example is directly taken from Hill (1977) and it is about a guy who goes to the mechanic’s garage to have his car repaired. The aim of Table 1 is that of representing in an explicit way the fundamental constraints that need to be specified in an actual service description. This can bring many advantages both in the comprehension of the service’s features and in the many different evaluations of service quality that can be made under various viewpoints, among which the legal one, that is particularly relevant in this context.

The table describes the events in which a generic car repair service is articulated. The values we put in the various cells allow us to express the relevant constraints that distinguish this service from others.

We start with service commitment. During the commitment event, that chronologically comes first and is the one that all the other events depend on, the garage’s owner commits with a Public Administration (for instance the Chamber of Commerce) with a subscription act and his commitment consists in guaranteeing that someone (the mechanic) will execute a certain type of job (illustrated in the job description, on which he commits) according to the local rules. This commitment is valid in the whole Province (for instance) and starting from that very moment on.

After the commitment, we have the service acquisition, which in turn is composed by three different events: discovery, negotiation and activation. During discovery the customer looks for a garage (that is then the theme of his search) with the goal of having his car repaired. Note that not all the cells in this line are filled, meaning that, for instance, the instrument used for the discovery activity is not specified. Should we describe a service based (exclusively) on a certain mediator for the discovery process, the name of such mediator would be specified in the “Instrument” cell.

After the service is discovered, the negotiation between customer and mechanic starts; the goal is (probably) an agreement and the negotiation is on the service customization (in other words, how the service type in the job description is tailored to the customer’s needs). At that point the mechanic activates the service, i.e., the related scheduling and organization activities. The last two events usually take place in the garage and the whole service acquisition event is performed after the commitment has been taken and before the occurrence of the actual repair.

The actual service process (as can be noted from Fig. 14.1) is a very complex one, consisting of a lot of interconnected activities; here, for simplicity reasons, we choose to represent only the service’s core actions.

In the service process event, the mechanic, with his tools and in his garage, performs some actions on the car aimed at having it repaired; this is in the interest of the customer.
Finally, there is an articulated service value exchange event, which is constituted by a bunch of activities corresponding to what counts as a “sacrifice” or an “exploitation” from the producer’s and customer’s points of view. This is a complex topic, that deserves a more thorough examination, because both the components of cost and those of revenue can be many and different evaluations can be conducted with different purposes. Simplifying a lot, here we can say that the mechanic counts as a sacrifice his working hours with the goal of being paid, while the customer counts as a sacrifice the money he pays, the time to go to the garage, the time the car is unavailable and so on with the goal of having the car repaired; the mechanic earns money, while the customer’s revenue consists in having his car available again.

There are some remarks that can be made; first of all, from the knowledge representation point of view, one thing that can be easily observed is that some values must be the same across multiple cells; for instance, the mechanic plays a role of agent in service process, while he plays the role of patient in service acquisition. This might be a problem, as most languages ordinarily used to talk about services (like those based on description logics) are not expressive enough to account for co-reference between variables.

Another remark—a methodological one—is that these tables can be further refined, for example by decomposing the service process event in its internal layers.

Even though the example is quite elementary, it is already possible to see how much additional information the table can convey. The table can also help visualizing the responsibility relations specific to definite events that can be deduced by looking at how the thematic roles in the event are filled. For instance, it is easy to infer from the table that the garage’s owner is responsible of the availability of the car repair service, as it is described in the job description according to what it is written in the subscription act signed with the Chamber of Commerce. Similarly, the mechanic is responsible of executing the repair as it has been agreed with the customer in the negotiation phase. As we already noted, the chain of delegation and the transfer of responsibilities are issues that are particularly relevant in the domain of services and the table (with the due refinements) could be a useful tool to visualize all this in a clearer way.

14.5 Concluding Remarks and Future Issues

In this paper we have proposed a novel framework aimed at constituting a common ontological foundation for services science. Let us briefly discuss what the main contributions of this approach are, and what future research directions we are considering.

1. Revisitation of the difference between internal and external service views. We have seen that the black box model of services based on external behaviour is too limited, and that a higher expressivity is necessary both to describe services
in terms of their internal structure and to properly characterize SLAs and non-functional attributes.

2. **Improvement of the classic definition of services coming from economics.** We have seen that Hill’s definition based on change is not general enough, since, for instance, it does not allow to consider services which do not necessarily produce a change, such as fire control.

3. **Focus on core actions instead of pre- and post-conditions.** We have seen how pre- and post-conditions cannot by themselves capture important aspects of services, related to the way the service process is performed.

4. **Activity-based service representation.** We have seen how to describe a service in terms of a layered structure of related activities (events, in the most general sense of this term). The separation of the various activities described in Fig. 14.1 allows us to properly account for non-functional properties, which instead of generically belonging to the service as a whole are attributes that characterize specific activities. In this way, it is possible to determine what aspect of a given service implementation is responsible for a certain service property. In particular, spatio-temporal attributes can be easily taken into account.

5. **Comprehensive business-oriented approach.** We have introduced a clear distinction between service commitment, service process, and service content, taking also into account important issues affecting service quality and evaluation, such as bundling and presentation activities, acquisition activities, and actions related to the service value chain.

6. **Conceptual analysis of the patterns of responsibilities across services.** We have conducted an analysis that takes into account the legal perspective, which is central with respect to service level agreements.

7. **Common framework to describe service according to different views,** in terms of more or less general constraints among the various service activities, providing an ontological foundation to the technique of responsibility tables introduced by Alter.

Given the preliminary nature of the present paper, many are the directions in which the analysis can be extended and enriched.

For sure, in order to be effective, this exploratory work needs to result in a formal model, that will constitute an ontology of services that, as a component of a modular social ontology, should be in the end connected with an ontology of organizations.
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Chapter 15
Legal Multimedia Ontologies and Semantic Annotation for Search and Retrieval

Jorge González-Conejero

15.1 Introduction

Nowadays, legal professionals are used to consuming an important part of their time searching, retrieving, and managing legal information. However, the recent explosion of multimedia legal contents has resulted in rising costs and requires more management capacities than ever before. Improving the functionalities for search, retrieval, and management of multimedia legal documents is paramount to fully unlock the potential of those contents for legal practice and to develop specific management solutions for different profiles of legal users (Brickell and Langer 2009).

Multimedia files carry a meaning which can be very versatile. For a human, the meaning of the message is immediate, but for a computer that is far from true. This discrepancy is commonly referred to as the semantic gap (Smeulders et al. 2000). In addition, the extraction of high-level concepts from multimedia is more difficult than from text. In multimedia field, high-level concepts are generated from low-level features captured from files, and the result of methods that capture different properties from the video or image, for instance, pattern recognition algorithms. It is also difficult to evaluate the similarity of the different concepts extracted from the multimedia content and place it in a multimedia ontology. The main idea is to automatically segment images, video sequences and key frames into areas corresponding to salient semantic objects (e.g. cars, road, people, etc.). Semantic multimedia annotation is the process of automatically detecting the presence of a concept in an image or video stream. In the literature, there are several works that address the multimedia annotation based on their meaning for different fields. In (Ballan et al. 2010) an approach for automatic annotation and retrieval of video content is presented, based on ontologies, rule learning with first order logic and semantic concept classifiers. An automatic video retrieval method based on high-level concept detectors is presented in (Snoek et al. 2007), defining a set of machine learned concept detectors...
enriched with semantic descriptions. In (Zha et al. 2007) a more general and comprehensive ontology to annotate video contents is described. Usually, an ontology consists of a lexicon, properties and relations. In this work, LSCOM (Snoek et al. 2006) is used to construct the lexicon and describe concept property as the weights of different modalities which are obtained manually or by data-driven approach, and model two types of concept relations. The work (González et al. 2008) presents a Cognitive Vision System which explains the human behavior of monitored scenes using natural language texts. Here, the trajectories of human agents are obtained to generate textual interpretations of their motion, also inferring the conceptual relationship of each agent. The human behavior model is based on Situation Graph Trees.

Most of the current research focuses on event recognition and classification based on the extraction of low-level features. However, these approaches are mostly limited to a very small number of different event types, e.g. detecting a moving person, recognizing specific objects, etc. Usually, ontologies are used to enrich the query performed by the final user/application to extract concepts, and then to match them in the annotated multimedia file. Recently, ontologies have been effectively used to perform semantic annotation and retrieval of multimedia content. In the case of video annotation the terms of the ontologies are associated to the individual elements of the video either manually or automatically, exploiting the results of the advancements in pattern recognition and image/video analysis. In this case, combinations of multimedia features are extracted from the media and linked to the terms of the ontology. To support effective retrieval of video data, capturing the different patterns of a concept, we need extended ontologies, that allow the integration of low-level expressive power of visual data with the structured high level semantic knowledge expressed in textual form. Concepts and categories defined in a traditional ontology are not rich enough to fully describe or discriminate the diversity of the possible visual events. The possibility of extending linguistic ontologies with multimedia ontologies has been suggested in (Jaimes et al. 2003).

Nevertheless, to the best of our knowledge, there are no available systems within the judicial domain to automatically index, tag or annotate audiovisual files taking into account the requirements from judicial procedures. The annotation process for multimedia files produced by the judicial domain has several important benefits for legal professionals. One of the most important features is that it facilitates the search, improving the legal frameworks and applications focused on, for instance, e-learning (Xin 2009) and e-discovery (Baron and Thompson 2007).

The aim of this work is: (1) discuss the suitability of annotating and indexing legal multimedia contents through a legal multimedia ontology; and (2) analyze the problems that arise when the extracted concepts from multimedia contents are placed in a multimedia ontology. The paper is organized as follows: in Section 15.2 a brief summary of classical ontologies is reported; Section 15.3 reviews the languages used to implement ontologies, their properties, the related work in this field and a discussion of the suitability of multimedia ontologies in the legal domain.
and the problems that arise when a multimedia ontology is generated directly from the concepts extracted from a multimedia file; finally, Section 15.4 summarizes the work.

15.2 Ontologies

Gruber defined an ontology as a formal, explicit specification of a shared conceptualization (Gruber 1993). It is an abstract model of some phenomenon in the world that identifies the relevant concepts of that phenomenon. The four concepts present in a general ontology are: (1) “conceptualization” which refers to an abstract model of some phenomenon in the world, which identifies the relevant concepts used; (2) “explicit” which means that the type of concepts used and constrains on their use are explicitely defined; (3) “formal” which refers to the fact that the ontology should be machine readable; and (4) “shared” which reflects the notion that an ontology captures consensual knowledge.

Ontologies have been proposed to solve the problems that arise from using different terminologies to refer to the same concept, or using the same term to refer to different concepts (Guarino 1998). They consist of definitional aspects such as high-level schemas and assertional aspects, entities and attributes, interrelationships between entities, and domain vocabulary, all connected in a semantic manner. They have been generally associated with logical inferencing and recently have begun to be applied to the Semantic Web (Berners-Lee et al. 2001). Ontologies provide specific tools to organize and provide a useful description of heterogeneous content. For humans, ontologies enable better access to information and promote shared understanding. For computers, ontologies facilitate comprehension of information and more extensive processing. Figure 15.1 depicts an example of an ontology from the Neurona Project. This project is developed at the Institute of Law and Technology (IDT) and it is focused on the Spanish Data Privacy Act.

15.3 Multimedia Ontologies

Ontologies have applications in many areas including natural language translation, medicine, standardization of product knowledge, electronic commerce, and geographic information systems, among others. There is a natural increase on demands to store, organize, and query videos with the advances in digital technologies. Although linguistic terms are appropriate to distinguish event and object categories, they are inadequate when they must describe specific patterns of events or multimedia entities. High level concepts expressed through linguistic terms and pattern specifications represented through visual or auditory concepts should both be organized into a new extended ontologies that couple linguistic terms with visual/audio information. These new extended or multimedia enriched ontologies are known as multimedia ontologies. A multimedia ontology, broadly speaking, specifies the knowledge of the world through multimedia documents in a structured way. An
ontology is a formal, explicit specification of a domain. Typically, an ontology consists of concepts, concept properties and relationships between concepts. In a typical multimedia ontology concepts might be represented by multimedia entities (images, graphics, video, audio, etc.) or terms.

The literature presents several examples for the multimedia ontology field. Figure 15.2 depicts a brief scheme for a general multimedia ontology (Dong and Li 2006) where three different types of classes are present: multimedia entities, non-multimedia entities and descriptor entities. Multimedia entities are further classified into image, video and audio. Non-multimedia entities include agent, place, time and instrument, and descriptor entities include visual descriptors, audio descriptors, structure descriptors and semantic descriptors. Figure 15.3 shows an example of one video segment property within the ontology developed in (Dong and Li 2006). Here,
“Has Dominant Color” is a video segment property. This property correlates “Video Segment” class, a multimedia entity, with “Dominant Color” class, a descriptor entity. “Dominant Color” is a subclass of “Color” class and “Color” is a subclass of “Visual Descriptor”. By following this subclass chain, “Video Segment” class is further related to “Color” class and “Visual Descriptor” class, both of them are descriptor entities. Properties can also be viewed as links between individuals from domain and individuals from range.
15.3.1 Languages

There are several ontology languages in the literature (like OWL or WSMO family) available with different expressiveness and reasoning capabilities. The main criteria for the selection of an ontology language are its knowledge representation mechanism and the inferencing reasoning support needed by an application. The high complexity of multimedia modeling requires a representation language with high semantic expressiveness. OWL combines the required expressiveness for multimedia ontologies and the compliance to W3C standards. Consequently, it is the most appropriate language for multimedia knowledge representation. On the other hand, there are languages that are specifically devised for multimedia applications that are able to integrate the conceptual and media spaces. In (Ghosh et al. 2007), M-OWL is presented as an extension of the OWL and supports the explicit definition of media properties for the concepts. In (Chang et al. 1995) TAO-XML language paradigm is defined for representing multimedia objects based on: (1) hypergraph that specifies the component objects and their structural relations; and (2) a knowledge structure which describes the environment and the actions of the object.

15.3.2 Properties

The two main advantages of multimedia ontologies are: (1) the possibility to associate automatically occurrences of events or entities to higher level concepts by checking their proximity to visual concepts that are hierarchically linked to higher level semantics; and (2) the unification in the same ontology of both specific domain concepts and their multimedia low and mid level descriptions allowing the development of more user friendly interfaces for content-based browsing and retrieval.

These advantages model the domain of multimedia data, specially the visualizations in still images and videos in terms of low-level features and media structure descriptions. Low-level features are machine-oriented and can be automatically extracted, for instance MPEG-7, whereas high-level semantic concepts require manual annotation of the medium or are restricted to a specific domain.

MPEG-7 standard is formally known as Multimedia Content Description Interface. While the prior standards focus on coding representation of audio and visual content, MPEG-7 focuses on description of multimedia content. MPEG-7 complements the existing MPEG standards suite and aims to be applicable to many existing formats, which include non-MPEG format and non-compressed formats as well. Table 15.1 summarizes the most important parts of the MPEG-7 standard suitable to manage legal multimedia files. In the literature there are several works that describe the different parts of the MPEG-7 standard, see for instance (Avaro and Salembier 2001; Hunter, 2001; Sikora, 2001).
Table 15.1 Brief description of the 5 parts of the MPEG-7 standard suitable to manage legal multimedia contents

- **Part 1 Systems**: specifies system level functionalities, such as preparation of MPEG-7 descriptions for transport/storage, synchronization of content descriptions, and development of conformance decoders
- **Part 2 Description Definition Language**: is a derived by extension of XML schema to address other requirements specific to MPEG-7
- **Part 3 Visual**: specifies features such as color, texture, shape and motion. Other elements required are structure, viewpoint, localization, and temporal
- **Part 4 Audio**: addresses different classes of audio
- **Part 5 Multimedia Description Schemes**: specifies a high-level framework that allows generic description of all kinds of multimedia

Multimedia ontologies can be of two types:

- **Media-specific ontologies** (domain independent): they have taxonomies of different media types and describes properties of different media.
- **Content-specific ontologies** (domain ontology): they describe the subject of the resource, such as the setting or participants. Since these ontologies are not specific to the media, they could be reused by other documents that deal with the same domain.

The most common applications of a multimedia ontology are either content visualization, content indexing, knowledge sharing, learning and reasoning. Focused on one or more of the following purposes: annotation, analysis, retrieval (context-based retrieval), reasoning, personalized filtering and meta-modeling (ontologies used to model multimedia processes and procedures).

### 15.3.3 Related Work

In the literature, there are several works that address the multimedia ontology issue. As we stated before, the possibility of extending linguistic ontologies with multimedia ontologies has been suggested in (Jaimes et al. 2003) to support video understanding. Here, authors suggest the use of modal keywords, that is, keywords that represent perceptual concepts in several categories such as visual, aural, etc. In (Mezaris et al. 2004) a hierarchy of ontologies has been defined for the representation of the results of video segmentation. Concepts are mapped in keywords and are mapped in an object ontology, a shot ontology and a semantic ontology. In (Vembu et al. 2006) a sport event ontology is proposed to overcome the limitation in describing semantics of videos using MPEG-7. Multimedia Ontology Manager (MOM) (Bertini et al. 2006) is a complete system, which has been developed according to the principles and concepts of pictorially enriched ontologies. It facilitates the performing of automatic annotations and creates extended text commentaries...
of video sequences. An approach to semantic video object detection is presented in (Dasiopoulou et al. 2005). Here, semantic concepts are defined in RDF(S) ontology together with qualitative attributes, low-level features, object spatial relations and multimedia processing methods.

The annotation of sports videos is an important issue and researchers have been dedicating important efforts in this field. In (Bertini et al. 2007), a solution for the implementation of multimedia ontologies for the soccer video annotation is shown. Visual prototypes are added as specialization concepts defined in a classical ontology. In addition, the more general concepts are put in correspondence with the more general visual features of the video like color and texture, while the more specific concepts of the domain are put in correspondence with domain specific visual features. A semi-automatic annotation of soccer videos from text is presented in (Alan et al. 2008). The annotated videos are stored in MPEG-7 format in an object-oriented database. The main idea is to align the extracted metadata with the corresponding video segments, allowing users to query videos according to their semantic meaning.

Traditionally, annotations of multimedia documents have been focused on two different directions: the first approach consists of low-level descriptors as dominant color; the second approach is oriented to the content dimension and corresponding annotations as person or vehicle. A software environment to bridge between the two directions is M-OntoMat-Annotizer (Petridis et al. 2006) that allows for linking low-level MPEG-7 visual descriptions to conventional Semantic Web Ontologies and annotations. The constructed ontologies include prototypical instances of high-level domain concepts together with a formal specification of corresponding visual descriptors. It allows the formalization of the interrelationships of high and low level multimedia concept descriptions allowing new multimedia content analysis, reasoning and retrieval. In (Dong and Li 2006), a multimedia ontology based on MPEG-7 multimedia description tools is presented. Here, the authors propose a strategy to integrate multiple domain ontologies and design a term extraction procedure to automatically extract domain specific ontological terms from textual resources of multimedia data.

15.3.4 Legal Multimedia Ontologies and Semantic Concepts Extraction

In the legal domain, the annotation, index and tag of the multimedia contents have become an important issue. In Spain, the Civil Procedure Act of January 7th, 2000 (1/2000) introduces the video recording of oral hearings. Consequently, Spanish civil courts are currently producing a massive number of multimedia files that have substituted the written transcripts and have become part of the judicial file, together with suits, indictments, injunctions, judgments and pieces of evidence. Lawyers, prosecutors and judges need to access these contents when preparing similar cases or when appealing to superior courts. Furthermore, the 1/2000 Civil Procedure Act
does not include a protocol establishing how to obtain audiovisual records. In addition, the procedures to store, classify and retrieve audiovisual records may vary even from court to court, with no common database available to store the audiovisual records.

Usually, multimedia documents require a cognition stage where codified elements that contribute to their understanding are recognized. Data inside multimedia usually is represented in a implicit way making difficult even for machines or humans to represent it from a low level of description. In the e-sentencias project (Casanovas et al. 2009), authors make an important effort to develop a framework that allows: (1) playing on-line judicial videos stored in a centralized database; and (2) semantic-based annotation of the legal multimedia contents. The aim was to classify legal videos from oral hearings in function of their typology. From the experience, we reported that ontologies are a powerful tool where represent important elements for classification and their relationship. A set of expert lawyers defined the set of elements, events and their relationships that characterized the process of video typology classification. In spite of that, we found that most of the key elements were defined by experts in a high-level of description, for instance, either when someone says some word or when someone is talking. In order to be able to define higher level elements from multimedia data, system must rely into computer cognitive approaches like some machine learning methods. As an example, even if a legal procedure is represented by an ontology, a diarization process was carried out using the audio signal to define when someone in the courtroom is talking. Building an ontology that is able to work with higher level data within the multimedia files could be done by adding elements able to combine the results and uncertainly of concrete pattern recognition methods. On the other hand, in (González-Conejero et al. 2010) the management of these multimedia contents including their semantic annotation is discussed. In this work, a centralized scheme is proposed and the management of the files provided by the judicial domain is carried out by two international standards as MPEG-7 and JPEG2000.

Other works, (Gracia et al. 2010a, b), manage multimedia contents where emotional speech analysis is performed for mediation and court environments and speech diarization is used for the annotation of legal multimedia contents, respectively. There are several semantically rich patterns useful for both navigation and analysis defined on multimedia. In some multimedia like broadcast news, recorder meetings and oral hearings structure of the events can be highly characterized by the sequence and identity of the speakers taking part. Usually multimedia is divided into segments or shots that contain coherent units from the point of view of structure, for example in the video analysis shots are a group of similar consecutive images. In terms of sound analysis, signal is divided into segments each containing a unique sound source, sources are defined by a set of meaningful categories like: speech, music and silence/background. A diarization process is a computational method for label speech segments in terms of the identity of the speaker taking part. Process usually involves both, estimating the number of speakers appearing in the data and also assigning to speakers their own speech segments. State of the art techniques involved in the process include a three step process: (1) break speech segments
into turns: sub-segments where probably only one speaker is taking; part (2) cluster turns until reach a statistically plausible number of speakers; and (3) assign speaker identity to each turn belonging to same speaker cluster. As hearings are primarily characterized for being mostly a moderated environment where each participant has specific turns to take part. Diarization on recorder hearings provide: (1) a graphical representation which contains semantical meaning related to the speaker’s specific roles; (2) the representation of the oral hearing structure regarding the order and the duration of the interventions. For example the questioning performed by a lawyer to a witness could be easily identified by searching a set of interrelated interventions.

Speech analysis also can provide a set of emotional tags on speech segments. Emotions are embedded inside human speech and they are reflected on it by certain signal patterns. This speech patterns are reflected in both spectral properties: loudness, pitch, etc. and temporal evolution: short term perturbations characteristic of arousal, lower duration of syllables, etc. Emotional analysis on speech can be approached by using a machine learning classification scheme, where a classifier or a combination of classifiers is used for learn acoustic characteristics of certain emotions. An emotional speech database is required in order to extract features and train the classifier. Given a novel utterance speech is segmented into structural (phonetically-related) units. Features are extracted from each segment and the classifier scheme provides a probability or distanced of the segment features to a certain learned emotion.

Nevertheless, in these works no multimedia ontologies are used. It is clear that to capture all the semantic concepts that the diarization and emotional speech recognition mentioned above manage is a complex issue. In other words, to apply multimedia ontologies directly to the extraction of multimedia concepts detection is to bridge the semantic gap. A fundamental requirement is to be able to capture the multimedia’s semantic content in such a way that corresponds to the human view of multimedia semantics. Different methods for generic concept detection have been extensively studied, but the question of how to exploit the structure of a multimedia ontology and existing inter-concept relations has not received similar attention. In (Koskela et al. 2007) a measuring concept similarity in multimedia ontologies based on a clustering method is discussed.

15.4 Conclusions

Legal professionals consume most of their time searching and retrieving legal information. Furthermore, the explosion of legal multimedia contents in the judicial domain produces an enormous quantity of these files that have to be stored in a way that facilitates the search process. E-discovery and e-learning are fields that also need to store the information in a structured manner to improve the search and retrieving applications. This work is aimed to study the application of multimedia ontologies to the legal multimedia contents taking advantage of the combination of multimedia elements, terms present in classical ontologies and the flexible representation of knowledge that classical ontologies provide. However, to place the
semantic information extracted from a multimedia file into a multimedia ontology is a drawback that arise due to the semantic gap.

Language used to implement the ontology is also an important issue. There are several approaches as the OWL or WSMO family. The OWL combines the expressiveness for multimedia ontologies and the compliance to the W3C, making it suitable to represent legal multimedia ontologies. On the other hand, there are languages that are specifically devised to manage this kind of ontologies with multimedia content.

Traditionally, ontologies have been associated with logical inferencing, although, recent research efforts have begun to be applied to the Semantic Web. Legal ontologies are domain ontologies, that is, specific ontologies and represent a specific knowledge. Nevertheless, the implantation of audiovisual material in the judicial domain and the limitation that arise when classical ontologies deal with multimedia contents suggest that multimedia ontologies are suitable to improve the representation of knowledge in this field improving the search and retrieval applications. Most of the proposals in multimedia ontologies rely in the MPEG-7 standard and its visual descriptions. In addition, the MPEG-7 is composed by 10 parts which 5 of these parts are suitable to manage legal multimedia files, providing a flexible fashion to manage these kind of files.

Finally, we can conclude that the management of legal multimedia files through the MPEG-7 standard and multimedia ontologies can improve the storage requirements and the semantics/metadata management produced by the annotation process. The state-of-the-art summarized in this work is fully applicable to the legal domain. However, the particularities of the judicial procedures—for instance, the closed structure of oral hearings—have to been taken into account to improve the concept and event detection. Nevertheless, it is clear that the application of multimedia ontologies into fields like diarization, or emotion speech recognition have several drawbacks due to the semantic gap. That is, to place the high-level concepts extracted from multimedia files in these fields into a multimedia ontology is a complex issue because of machines are not able to understand the implicit meaning within the multimedia contents.
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